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Given a class G of graphs, probe G graphs are defined as follows. A graph G is probe G if there exists a partition
of its vertices into a set of probe vertices and a stable set of nonprobe vertices in such a way that non-edges of G,
whose endpoints are nonprobe vertices, can be added so that the resulting graph belongs to G. We investigate probe
2-clique graphs and probe diamond-free graphs. For probe 2-clique graphs, we present a polynomial-time recognition
algorithm. Probe diamond-free graphs are characterized by minimal forbidden induced subgraphs. As a by-product,
it is proved that the class of probe block graphs is the intersection between the classes of chordal graphs and probe
diamond-free graphs.
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1 Introduction
Let G be a class of graphs. A graph G = (V,E) is probe G if its vertices can be partitioned into probe
vertices (P ) and a stable set of nonprobe vertices (N ) in such a way that there exists a set of non-edges
F of G, whose endpoints belong to N , such that G∗ = (V,E ∪ F ) is in G. The graph G∗ is defined
to be a probe G completion of G, if there is no confusion we just call it a completion of G. By (N,P ),
we denote a probe partition of G. A graph is interval if it is the intersection graph of intervals in the
real line. Probe interval graphs were defined by Zhang [19]. He introduced them to deal with a problem
concerning DNA mapping. A graph G = (P ∪ N,E) is said to be a partitioned graph if its vertex
set is partitioned into two sets: a set P of probe vertices and a stable set N of nonprobe vertices. We
say that G is a partitioned probe G graph if there exists a completion G∗ = (P ∪ N,E ∪ F ) of G
belonging to G, where all the edges belonging to F have both endpoints in N . We will call nonpartitioned
probe G graphs to those probe G graphs without a prescribed probe partition, when it is clear from the
context we will just call them probe G graphs. In the case of G being the class of interval graphs, many
progresses have been reached in the study of the class of probe G graphs, known as probe interval graphs.
Given a graph a G with a prescribed partition (P,N) of its vertex set into probe (P) and nonprobe (N)
vertices, the problem of decided whether there exists a completion of G = (P ∪ N,E) into an interval
graph G∗ = (P ∪ N,E ∪ F ) can be solved in O(n2)-time [13], this algorithm involves modified PQ-
trees. Another algorithm, which deals with this problem, is the one presented in [16] that uses modular
decomposition and whose complexity is O(n + m log(n)). In the case of nonpartitioned probe interval
graphs, an O(m2) recognition algorithm was found when the input graph is restricted to cocomparability
graphs [3]. In [7] is presented a polynomial-time algorithm to recognize nonpartitioned probe interval
graphs, but the complexity of this algorithm is not given.

Recently, several researchers have started to study probe partitioned and nonpartitioned G graphs for
different kind of classes G of graphs (see e.g., [1], [4], [6] [9], [10]). In this work, we present a structural
result on probe 2-clique graphs that leads to a polynomial-time recognition algorithm for this class, and a
forbidden induced subgraph characterization of probe diamond-free graphs implying a forbidden induced
subgraph characterization for probe block graphs. In [5], it is given a polynomial-time recognition algo-
rithm for deciding if a given graph is probe block. In this article are considered both the partitioned and
the nonpartitioned problem. Later, a linear-time algorithm is presented in [15]. The recognition complex-
ity for probe chordal graphs given a partition of its vertices into probe and nonprobe is O(|P ||E|) [2],
whereas in the case that no partition is given the complexity is O(|E|2) [2].

For concepts and notation not defined here we refer the reader to [18]. All graphs in this paper are
without loops and without multiple edges. Given a graph G = (V,E) and a set A ⊆ V , we denote by
G[A] the subgraph of G induced by A. A graph H is a spanning subgraph of G if V (H) = V (G) and
E(H) ⊆ E(G). Spanning subgraphs are not necessarily induced. By Cn we denote a chordless cycle
on n vertices. By dG(v), we denote the degree of a vertex v in G. A clique is a set of pairwise adjacent
vertices. The complete graph is a graph whose vertices are pairwise adjacent. The complete graph on
n vertices is denoted by Kn. Complete graphs on three vertices are called triangles. By NG(v), we
denote the neighborhood of a vertex v in a graph G, if it is clear from the context we may use N(v). By
NG[v] = NG(v) ∪ {v}, we denote the closed neighborhood of v. Given a set of graphs H, we denote by
H-free the family of those graphs that do not contain any graph in H as induced subgraph. If H consists
of a single element H , we use H-free for short. A vertex v is said to be complete (anticomplete) to a set
of vertices A, if v is adjacent (nonadjacent) to all the vertices of A.
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The graph K4−e is called diamond (see the graph H1 in Figure 1). A graph G is a block graph if every
connected induced subgraph of it either is a complete graph or has a cut-vertex. In [14] it is proved that
block graphs are exactly the diamond-free chordal graphs. A graph is chordal if it has no Cn with n ≥ 4
as an induced subgraph. A graph is Ptolemaic if it is chordal and gem-free. (A gem is the graph F2 in
Figure 2). A graph is split if its vertex set can be partitioned into a clique and a stable set; more details on
this class of graphs can be found in [8]. A graph is 2-clique also referred, in the literature, as co-bipartite)
if its vertices can be partitioned into two cliques. This graph class has been studied in connection with
circular-arc graphs in [12, 17]

The article is organized as follows. In Section 2, we present a structural result on probe 2-clique
graphs. Such a result leads to a polynomial-time algorithm to recognize the class. In Section 3, we
present a characterization by forbidden structures for partitioned probe diamond-free graphs, which is
used in Section 4 to characterize probe diamond-free graphs by forbidden induced subgraphs. Besides,
it is shown that the class of probe block graphs is exactly the intersection between the classes of chordal
graphs and probe diamond-free graphs. We conclude the article with a section of further remarks.

2 Probe 2-clique graphs
Denote by T (G) the spanning subgraph of G whose edge set contains precisely the edges that are con-
tained in some triangle of G.

Notice that if G is probe 2-clique then we can add some set of edges C (possibly empty), whose
endpoints form a stable set S in G, so that the resulting graph is 2-clique. Since the fact of adding edges
to a 2-clique graph gives a 2-clique graph, we could add to G all the edges whose endpoints belong to
S and the resulting graph would be also 2-clique. Therefore, if G is probe 2-clique, then there exists a
complete graph C ′, contained in G, having a set of edges E(C ′) such that G − E(C ′) is bipartite. As
every subgraph of a bipartite graph is bipartite, G − E(C ′) is also bipartite. Moreover, for any complete
graph C containing C ′, G− E(C) is bipartite.

Consequently, we have the following results.

Lemma 1 Let G be a graph such that G is triangle-free. Then, G is probe 2-clique if and only if G
contains an edge e such that G− e is bipartite.

Proof: If G is a graph with no edge the result is satisfied trivially, so we will consider that the graph
G contains at least an edge. Let G be a probe 2-clique graph such that G is triangle-free. Since G is
triangle-free and thus the only complete graphs in G are its edges, by the observation above, there exists
an edge e such that G − e is bipartite. Conversely, if there exists an edge e such that G − e is bipartite,
then (since the edge e is a clique in G) G is probe 2-clique. 2

For instance, the graph C7, whose complement graph is clearly triangle-free, is not 2-clique and its
complement graph which is not bipartite becomes bipartite by deleting any of its edges and therefore C7

is probe 2-clique.

Lemma 2 Let G be such that G contains triangles. Then, G is probe 2-clique if and only if T (G) has a
complete subgraph C such that G− E(C) is bipartite.

Proof: Let G be a graph such that G contains a triangle H . Suppose that G is probe 2-clique. Then, G has
a complete subgraph C such that G− E(C) is bipartite. If |V (C)| ≥ 3, each edge of C is contained in a
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triangle of G, and C is a complete subgraph of T (G). If |V (C)| ≤ 2, then C must be an edge of H , thus a
complete subgraph of T (G). Conversely, suppose T (G) has a complete subgraph C such that G−E(C)
is bipartite. Clearly, any complete subgraph of T (G) is also a complete subgraph of G. Consequently, G
has a complete subgraph C such that G− E(C) is bipartite, meaning that G is probe 2-clique. 2

For instance, the graph C6 is not 2-clique and, since T (C6) is the disjoint union of two copies of K3,
C6 is not probe 2-clique. Notice also that, in Lemma 2 complete subgraph can be replaced by maximal
complete subgraph and the lemma is still true. This observation is crucial to obtain a polynomial-time
algorithm to recognize the class of probe 2-clique graphs.

Theorem 3 Let G be a probe 2-clique graph such that G contains triangles. Then, T (G) is a split graph.

Proof: By Lemma 2, T (G) has a complete subgraph C such that G − E(C) is bipartite. Let S be the
subset of vertices of T (G) not contained in V (C). Suppose T (G) has an edge e linking two vertices of S.
Then e forms a triangle in G with some vertex v. However, such a triangle has none of its edges in E(C)
and thus G− E(C) cannot be bipartite, a contradiction. Therefore, T (G) is a split graph. 2

Algorithmic aspects: If G is triangle-free, then check if for some edge e of G, G − e is bipartite.
Otherwise, find all the triangles of G and construct T (G). If T (G) is not a split graph, then G is not
probe 2-clique. Otherwise, find each maximal complete subgraph C of T (G) and verify if G − E(C) is
bipartite. Since a split graph has a linear number of maximal complete subgraphs, all these steps can be
clearly performed in O(n3) time.

3 Partitioned probe diamond-free graphs
Let G = (P ∪N,E) and H = (P ′ ∪N ′, E′) be two partitioned graphs with stable sets N and N ′. The
graph H is defined to be a partitioned subgraph (a partitioned induced subgraph) of G, if H is a subgraph
(an induced subgraph) of G, N ′ ⊆ N and P ′ ⊆ P . When the context is clear, we just say that H is (an
induced subgraph) a subgraph of G. We say that G is isomorphic to H if and only if there exists a one-
to-one function f : P ∪N → P ′ ∪N ′ preserving adjacency and such that f(v) ∈ N ′ for all v ∈ N , and
f(v) ∈ P ′ for all v ∈ P . We say that the partitioned graph G does not contain H as induced subgraph or
does not contain an induced H if no partitioned induced subgraph of G is isomorphic to H . Given a set
of partitioned graphs H, G is defined to be H-free if G does not contain an induced H belonging to H.
If H is a set with a single element H , we use H-free for short. We call tips of a diamond the vertices of
degree two of a diamond.

In this section we study the structure of probe diamond-free graphs. As a first step towards proving
the main theorem of this section, partitioned probe diamond-free graphs are characterized by forbidden
partitioned induced subgraphs, through the following theorem. In addition, it gives a strategy to construct
a diamond-free graph from a partitioned graph G = (P ∪N,E) by adding those edges whose endpoints
are tips of a diamond and belong to N . Notice that the partitioned diamonds H1, H2, H3 of Figure 1
are all the possible partitions of a diamond with at least one of its tips in P . This guarantees that, if
G = (P ∪ N,E) is a partitioned {H1, H2, H3}-free graph, every diamond in G can be eliminated by
adding the missing edge (because both tips are in N ). The more difficult part of the proof is that of
proving that no new diamond is created during this procedure.
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H1 H2 H3 H4 H5

Fig. 1: Forbidden partitioned induced subgraphs for probe diamond-free graphs. Black vertices and white vertices
represent probe vertices and nonprobe vertices, respectively.

Theorem 4 Let G = (P ∪ N,E) be a partitioned graph. Then, G is a partitioned probe diamond-free
graph if and only if G does not contain any partitioned graph depicted in Figure 1 as induced subgraph.
Moreover, a probe completion is given by adding the edge set F of non-edges of G whose endpoints belong
to N and they both are tips of the same induced diamond of G.

Proof: It is easy to see that none of the partitioned graphs in Figure 1 is a partitioned probe diamond-free
graph. Conversely, let G be a partitioned graph not containing any partitioned induced graph depicted
in Fig. 1. Let F be the set of non-edges of G whose endpoints belong to N and they both are tips of
the same induced diamond of G. It suffices to prove that the completion G∗ = (N ∪ P,E ∪ F ) of G
is diamond-free. The proof follows by contradiction and it is split into three cases. Suppose, by the way
of contradiction, that G∗ is not diamond-free; i.e, there exists a vertex set {u, v, x, y} of G∗ inducing
a diamond H = G∗[{u, v, x, y}]. Notice that, since G does not contain H1, H2 and H3 as partitioned
induced subgraph, G∗ does not contain any induced diamond with at most one nonprobe vertex and thus
F is well defined.

Case 1: Exactly two vertices of {u, v, x, y} are nonprobe vertices. Suppose, without loss of generality,
that u, v ∈ N and x, y ∈ P . By definition of G∗, the tips of H cannot be u and v, so uv ∈ F . By
symmetry, we only need to consider two cases: either u and x are the tips of H , or x and y are. First,
suppose that u and x are the tips of H . Since uv ∈ F , there exist vertices w1, w2 ∈ P such that u and
v are the tips of a diamond induced by {u, v, w1, w2}. In particular, both w1 and w2 are different from
x. Suppose without loss of generality that w1 is different from y. If y were adjacent to w1, then either
{w1, v, x, y} would induce H3 or {w1, u, x, y} would induce H2 in G, a contradiction. So, in particular,
w2 is different from y and, by symmetry, nonadjacent to it. Therefore, {u, v, w1, w2, y} induces H4 in
G, leading to a contradiction. Suppose now that x and y are the tips of H . Again, consider the vertices
w1, w2 ∈ P such that u and v are the tips of a diamond induced by {u, v, w1, w2}. Since x and y are
nonadjacent, we can suppose without loss of generality that w1 is different from x and y. Suppose that
w1 is adjacent to either x or y. If w1 is adjacent to x and nonadjacent to y, then {w1, x, y, u, v} induces
H4 in G, a contradiction. Analogously, if w1 is adjacent to y and nonadjacent to x, then {w1, x, y, u, v}
induces H4 in G, a contradiction. Consequently, if w1 were adjacent to either x or y, then w1 would be
adjacent to x and y. So, {w1, x, y, v} would induce H3 in G, a contradiction. So, in particular, w2 is
different from x and y and, by symmetry, nonadjacent to them. Consequently, {w1, w2, u, v, x} induces
H4 in G, a contradiction. In what follows we can assume that G∗ does not contain any induced diamond
with at most two vertices in N .

Case 2: Exactly three vertices of {u, v, x, y} are nonprobe vertices.
Suppose first that u, v, w ∈ N induce a triangle in G∗. We are going to prove it implies that there exits

an edge rs ∈ E(G) whose endpoints belong to P and are complete to {u, v, w} (recall that a vertex v is



192 Bonomo, Figueiredo, Durán, Grippo, Safe, and Szwarcfiter

said to be complete (anticomplete) to a set of vertices A, if v is adjacent (nonadjacent) to all the vertices
of A). Suppose, by the way of contradiction, that there is no edge in G whose endpoints belong to P
and are complete to {u, v, w}. Since uv ∈ F , there exist two vertices xuv, yuv belonging to P such that
{u, v, xuv, yuv} induces a diamond in G. Consequently, w is neither adjacent to xuv nor to yuv , because
otherwise, since there is no edge whose both endpoints are adjacent to u, v and w, {xuv, yuv, v, w}
would induce a diamond in G∗ with exactly two nonprobe vertices, a contradiction. Thus, there exist
two vertices xvw and yvw, different from xuv and yuv , such that they both are adjacent to v and w and
nonadjacent to u. If xvw (resp. yvw) were adjacent to exactly one of {xuv, yuv}, then {xuv, yuv, xvw, v}
(resp. {xuv, yuv, yvw, v}) would induce H3 in G, a contradiction. Consequently, if xvw (resp. yvw)
is adjacent to either xuv or yuv , then it is adjacent to both of them and thus {xuv, yuv, xvw, u} (resp.
{xuv, yuv, yvw, v}) induces H2 in G, a contradiction. So, xvw and yvw are nonadjacent to xuv and yuv .
Analogously, there exist two vertices xuw and yuw, both of them adjacent to u and v and different from
xuv , xvw, yuv and yvw. Besides, xuw (resp. yuw) is nonadjacent to xuv , xvw, yuv and yvw. Consequently
{xuv, xvw, xuw, yuv, yvw, yuw} ∪ {u, v, w} induces H5 in G, a contradiction. The contradiction arose
from supposing that there is no edge in G whose endpoints are complete to {u, v, w}. So, there exists an
edge rs ∈ E(G) whose endpoints belong to P and are complete to {u, v, w}. We will prove now that
there is no probe vertex z adjacent to u and v and nonadjacent to w. Suppose, by way of contradiction,
that there exists a vertex z ∈ P such that z is adjacent to u and v and nonadjacent to w. If z were
nonadjacent to either r or s, then either {r,u,v,z} or {s,u,v,z} would induce a diamond in G∗ with two
nonprobe vertices, a contradiction. Therefore, z is adjacent to r and s. So, since z is nonadjacent to w,
{r,s,w,z} induces H2 in G, a contradiction. We have already proved that there is no induced diamond in
G∗ with exactly three nonprobe vertices inducing a triangle. Now, suppose, by the way of contradiction,
that {u, v, x, y} induces a diamond in G∗ with tips y and u, where u, v and y are nonprobe vertices and
x is a probe vertex. Since u is adjacent to v in G∗ and v is adjacent to y in G∗, then there exists a probe
vertex w such that w is adjacent to either u and v, or v and y. Notice that, since G∗ does not contain a
diamond with at most two nonprobe vertices, w is adjacent to x. Consequently, w is adjacent to y and u,
otherwise G∗ would contain a diamond with exactly two nonprobe vertices. Since u is nonadjacent to y
in G∗, {u,w,x,y} induces a diamond with exactly two nonprobe vertices in G∗, a contradiction.

In what follows we can assume that there is no induced diamond in G∗ with at most three nonprobe
vertices.

Case 3: G∗ contains a diamond with four nonprobe vertices. Finally, we will prove that there is no
diamond in G∗ with all its edges belonging to F . Suppose, by way of contradiction, that there exist four
vertices u, v, w and z belonging to N and inducing a diamond in G∗ with tips w and z. Since {u, v, w}
and {u, v, z} induce triangles in G∗, we know that there exist two adjacent vertices x and y belonging to
P such that {u, v, w} is complete to {x, y} and two probe adjacent vertices r and s complete to {u, v, z}.

Let e = xy and e′ = rs. Notice that e and e′ do not have a common endpoint, because otherwise
there would be a vertex in G∗, say x, such that it is adjacent to every vertex in {u,v,w,z}. Consequently,
{x,u,w,z} would induce a diamond in G∗ with exactly three nonprobe vertices, a contradiction. Besides,
the vertices x and y (resp., r and s) are nonadjacent to z (resp., w). Therefore, {x,y} and {r,s} are
anticomplete. Indeed, suppose, by the way of contradiction, they are not anticomplete; and also suppose,
without loss of generality, that x is adjacent to r. So, since r is nonadjacent to w, {u,r,x,w} induces a
diamond in G∗ with two nonprobe vertices, contradiction. Consequently, {u,v,x,y,r} induces the H4 in
G∗, a contradiction. 2
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F1 F2 F3 F4 F5 F6

Fig. 2: Some forbidden induced subgraphs for probe diamond-free graphs.

S

T1 T2 T3 T4 T5

T6 T7 T8 T9 T10

Fig. 3: Some forbidden induced subgraphs for probe diamond-free graphs.

4 Nonpartitioned probe diamond-free graphs
Let G and F be graphs. We will say that F is a subgraph of G with induced diamonds if F is isomorphic
to a subgraph of G (not necessarily induced) in such a way that all the induced diamonds of F induce also
diamonds in G, i.e., the tips of a diamond in F are also not adjacent in G.

Before presenting the characterization by forbidden induced subgraphs for probe diamond-free graphs,
we will present the following technical lemma whose proof will be postponed up to §4.1.

Lemma 5 Let G be a {F1, F2, F3, F4, F6}-free graph. If G contains either S or T1 as a subgraph with
induced diamonds, then G contains one of the graphs depicted in Figure 3 as induced subgraph.

Theorem 6 Let G be a graph. G is probe diamond-free if and only if G does not contain any graph
depicted in Figures 2 and 3 as induced subgraph. Moreover, a suitable probe partition is obtained by
defining N as the set of vertices of G that are tips of an induced diamond in G and P as V \ N and a
probe completion is given by adding the edge set F of non-edges of G whose endpoints are tips of the
same induced diamond.

Proof: First notice that in the graphs F1, F2, F4, F6, S, T1, . . . , T10 the set of tips of induced diamonds is
not a stable set. In F3 and F5 the set of tips of induced diamonds forms a maximal stable set, and thus any
probe partition of G having the tips of induced diamonds as nonprobe vertices would contain a partitioned
induced subgraph isomorphic to H4 and H5, respectively.

Conversely, let G be a graph not containing any graph depicted in Figures 2 and 3 as induced subgraph.
Let N be the set of vertices of G that are tips of an induced diamond in G and P = V \N . Let F be a set
of non-edges of G whose endpoints are tips of the same induced diamond.
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First, we are going to prove that N is a stable set of G. Suppose, by the way of contradiction, that there
exist two adjacent vertices u and a belonging to N . Suppose that u belongs to a diamond D1 induced by
the vertices {u, v, w, x} whose other tip is x, and a belongs to another diamond D2 induced by {a, b, c, d}
whose other tip is d. If V (D1) does not intersect V (D2), then D1 ∪ D2 would induce a subgraph in G
that contains T1 as subgraph with induced diamonds D1 and D2. By Lemma 5, since G does not contain
Fi for i = 1, . . . , 4, 6 as induced subgraph, G contains one of the graphs depicted in Figure 3 as induced
subgraph, a contradiction. Hence, we can assume that the diamonds D1 and D2 have at least one vertex
in common.

If they have exactly one vertex in common, it should have the same number of neighbors in both
diamonds, because otherwise D1 ∪ D2 would induce a subgraph in G that contains S as subgraph with
induced diamonds D1 and D2. So we are left with two possibilities up to symmetries and considering the
fact that u and a are different and adjacent: either d = x or b = w.

First, suppose that d = x and {u, v, w} ∩ {a, b, c} = ∅. Since G is F6-free, there exists at least one
edge different from au such that one of its endpoints belongs to {u, v, w, x} and the other one belongs to
{a, b, c, d}. By symmetry, we can assume that it is either wa or wb. Suppose that w is adjacent to a. Since
G is F2-free, v is adjacent to a. Consequently, {a, d, u, v, w} induces F1, a contradiction. Therefore, we
can assume that a is nonadjacent to w. By symmetry, we can also assume that v is nonadjacent to a and
u is nonadjacent to b and c. Suppose now that w is adjacent to b. Since G is F2-free and w is nonadjacent
to a, w is adjacent to c. So, {a, b, c, d, w} induces F1, a contradiction. Therefore, w is nonadjacent to
b. Symmetrically, w is nonadjacent to c and v is nonadjacent to b and nonadjacent to c. This leads to a
contradiction because G is F6-free.

Suppose now that b = w and {u, v, x} ∩ {a, c, d} = ∅. Since G is F2-free, a is adjacent to either v or
x. If a were adjacent to v, since G is F1-free, a is would be adjacent to x. On the other hand, if a were
adjacent to x, since G is F4-free, then a would be adjacent to v. Consequently, a is adjacent to v and x.
By symmetry, u is adjacent to c and d. Since the vertex set {a, b, c, d, x} does not induce F2, F4 nor F1,
x is adjacent to d and c. Consequently, {a, b, u, x, d} induces F4, a contradiction. Hence, we can assume
that D1 and D2 have at least two vertices in common.

These two vertices cannot be nonadjacent because a and u are different and adjacent. So at most one
vertex on each diamond is a tip. Suppose that none of them is a tip, and with no loss of generality b = w
and c = v. Since G is F1-free, a is adjacent to x and u is adjacent to d. But then {a, b, u, x, d} induces
either F2 or F4, a contradiction.

Suppose now that exactly one common vertex is a tip in one of the diamonds. Up to symmetries, we
have to consider the cases: a = v, b = w and d = v, b = w. In the first case, since the vertex set
{a, b, c, d, x} does not induce F2, F4 nor F1, x is adjacent to d and c. Analogously, u is adjacent to d
and c. Consequently, {a, b, u, x, d} induces F4, a contradiction. In the second case, {a, b, u, x, d} induces
either F2 or F4, a contradiction.

Finally, suppose that there is one tip of each diamond in the set of common vertices. Up to symmetries,
we have to consider the cases: a = w, b = u; a = w, b = x; d = w, b = x and d = x, b = w.

Suppose first that a = w and b = u. Since {a, b, c, d, v} does not induce F2, F4 nor F1, v is adjacent
to d and c. But then {a, b, v, x, d} induces either F2 or F4, a contradiction. Suppose next that a = w
and b = x. Again, since {a, b, c, d, v} does not induce F2, F4 nor F1, v is adjacent to d and c, and now
{a, b, u, d, v} induces either F2 or F4, a contradiction. Suppose now that d = w and b = x. Once more,
since {a, b, c, d, v} does not induce F2, F4 nor F1, v is adjacent to a and c, and so {a, b, u, d, v} induces
F4, a contradiction. Finally, suppose that d = x and b = w. Since {a, b, c, d, v} does not induce F1, F2
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nor F4, v is adjacent to a and c. By symmetry, c is adjacent to u. But then {a, u, v, c, d} induces F1, a
contradiction.

Hence, we can assume that D1 and D2 have exactly three vertices in common. These vertices cannot
induce a 2-edge path, because in that case either u = a or u = d, a contradiction with the assumption that
a and u are different and adjacent. So, D1 and D2 share a triangle, and we have to consider two cases, up
to symmetries: either u = b or u ∈ V (D2) \ V (D1). In the first case, x should be in V (D2) \ V (D1),
so it is nonadjacent to b and, without loss of generality, it is adjacent to c and d. Therefore, {a, b, c, d, x}
induces either F2 or F4, depending on the existence of the edge ax, which contradicts our assumptions.
In the second case, without loss of generality, either x = b or x = d, so u is adjacent to c and to at most
one of {b, d}. In that case, {a, b, c, d, u} induces either F1, F2 or F4, depending on the existence of one
ore none of the edges {ub, ud}, a contradiction again.

Finally, it remains to prove that the completion G∗ = (V,E ∪ F ) is diamond-free. By Theorem 4,
it suffices to prove that the partitioned graph G = (N ∪ P,E) with probe partition (N,P ) does not
contain any of the partitioned graphs depicted in Figure 3. By the construction of the partition (N,P ),
G = (N ∪P,E) does not contain H1, H2 and H3. Finally, since G is {F3, F5}-free, the partitioned graph
G = (N ∪ P,E) does not contain the partitioned subgraphs H4 and H5.

2

4.1 Proof of Lemma 5

Proof of Lemma 5: In what follows, we mean by “S (resp. T1) is a subgraph of G”, S (resp. T1) is
a subgraph of G with induced diamonds. Let G be a {F1, F2, F3, F4, F6}-free graph. We will prove
the lemma by contradiction. Suppose that G does not contain any graph depicted in Fig. 3 as induced
subgraph. We are going to split the proof into two cases.

Case 1: G contains a subgraph H isomorphic to S where the diamonds of S are induced in G. By
our assumption, H is not an induced subgraph. Suppose that the vertex set of the subgraph H is labeled
by the set {a, b, c, d, f, g}, where the set {a, b, c, d} induces a diamond whose tips are a and d, and
{b, e, f, g} induces a diamond whose tips are b and g. Since H is not induced, there is at least one edge
in E(G) \E(H) whose endpoints belong to {a, b, c, d, e, f, g}. Since the diamonds are induced in G, the
edge is neither ad nor bg.

By the symmetry of the graph, we may assume that at least one of ae, ag, ce and cg does exist.
First, suppose that a is adjacent to e. So, a is either adjacent to f or adjacent to g because, other-
wise, {a, b, e, f, g} would induce F2. On the one hand, if a were adjacent to g and nonadjacent to
f , {a, b, e, f, g} would induce F4. On the other hand, if a were adjacent to f and nonadjacent to g,
{a, b, e, f, g} would induce F1. Consequently, since G is {F1, F4}-free, a is adjacent to f and g. By
symmetry, where {a, b, c, d} plays the role of {b, e, f, g} and e (resp. f ) plays the role of a, we conclude
that both e and f are adjacent to c and d. Now, by symmetry, where {b, e, f, g} is the diamond and d plays
the role of a, it follows that d is adjacent to g. If c were nonadjacent to g, {b, c, e, f, g} would induce F1.
Therefore, c is adjacent to g. Consequently, {a, b, c, d, g} induces F4, a contradiction. This contradiction
arose from supposing that a is adjacent to e. So, in what follows, we can assume that a is nonadjacent to
e. Symmetrically, we can also assume that a is nonadjacent to f and d is nonadjacent to f and e.

Suppose now that a is adjacent to g. Then, since a is nonadjacent to e and f , {a, b, e, f, g} induces
F3, a contradiction. This contradiction arose from supposing that a is adjacent to g. Therefore, we can
assume that a is nonadjacent to g. By symmetry, we can also assume that d is nonadjacent to g.
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Now, suppose that c is adjacent to e. Since b is nonadjacent to g, c is adjacent to either f or g. On the
one hand, if c were adjacent to g and nonadjacent to f , {c, b, e, f, g} would induce F4. On the other hand,
if c were adjacent to f and nonadjacent to g, {c, b, e, f, g} would induce F1. Consequently, c is adjacent
to f and g. Since b is nonadjacent to g and a is neither adjacent to g nor to f , {a, b, c, f, g} induces F2.
So, we can assume that c is nonadjacent to e. By symmetry, c can be also assumed not to be adjacent to f .

Finally, suppose that c is adjacent to g. Since c is neither adjacent to e nor to f , {b, c, e, f, g} induces
F3, a contradiction.

In what follows, we can assume that G contains no subgraph isomorphic to S with induced diamonds.
Case 2: G contains a subgraph H isomorphic to T1 where the diamonds of T1 are induced in G.
By our assumptions, H is not an induced subgraph. Suppose that the vertex set of the subgraph H

is labeled by the set {a, b, c, d, r, s, t, u}, where {a, b, c, d} induces a diamond whose tips are a and d,
{r, s, t, u} induces a diamond whose tips are r and u, and a is adjacent to r. Since H is not induced, there
is at least one edge in E(G) \E(H) whose endpoints belong to {a, b, c, d, r, s, t, u}. Since the diamonds
are induced in G, the edge is neither ad nor ru.

By the symmetry of the graph, we may assume that at least one of as, bs, au, bu and du does exist.
First, suppose that a is adjacent to s. Since G is F2-free and r is nonadjacent to u, a is adjacent to either
u or t. On the one hand, if a were adjacent to u and nonadjacent to t, {a, r, s, t, u} would induce F4. On
the other hand, if a were adjacent to t and nonadjacent to u, {a, r, s, t, u} would induce F1. Therefore,
a is adjacent to t and u. Consequently, G contains the graph S as a subgraph with induced diamonds, a
contradiction. The contradiction arose from supposing that a is adjacent to s and thus a is nonadjacent to s
and symmetrically a is nonadjacent to t. Besides, by symmetry, r is nonadjacent to b and c. Consequently,
a is nonadjacent to u, because otherwise {a, r, s, t, u} would induce F3. Symmetrically, r is nonadjacent
to d.

Suppose now that b is adjacent to s. Notice that, if b were adjacent to t, {a, b, r, s, t} would induce
F3. So, b is nonadjacent to t and, by symmetry, s is nonadjacent to c. Therefore, if b were adjacent to
u, since b is nonadjacent to t and r, then {b, r, s, t, u} would induce F2, a contradiction. Consequently,
b is nonadjacent to u and, by symmetry, s is nonadjacent to d. Analogously, if c is adjacent to t, then ct
is the only edge in E(G) \ E(H) having an endpoint in {c, t}. Thus G contains either an induced T5 or
and induced T6, depending on the existence of the edge du. So, we can assume that c is nonadjacent to
t. Besides, c is nonadjacent to s because otherwise {a, b, c, r, s} would induce F3. Suppose now that c is
adjacent to u. Since G is {F2, T8}-free, d is nonadjacent to t and u. So, {a, b, c, d, r, s, t, u} induces T4,
a contradiction. Hence, we can assume that c is nonadjacent to u. Symmetrically, t is nonadjacent to d.
Finally, if d were adjacent to u, {a, b, c, d, r, s, t, u} would induce T10, a contradiction. Therefore, since
G is T2-free, from now on, we can assume that b is nonadjacent to s. Symmetrically, we can also assume
that b is nonadjacent to t, and c is nonadjacent to s and t.

Suppose that b is adjacent to u. If d were adjacent to u, then u would be adjacent to c. Because,
otherwise {a, b, c, d, u} would induce F2. Consequently, {a, b, c, d, u} induces F1, a contradiction. So, if
b is adjacent to u, then u is nonadjacent to d. Symmetrically, if c is adjacent to u, then d is nonadjacent
to u. In addition, by symmetry, if s (resp. t) is adjacent to d, then d is nonadjacent to u. Suppose now
that c is adjacent to u. Since G is F6-free, either s is adjacent to d or t is adjacent to d. If s (resp. t) were
adjacent to d, then {b, c, d, u, s} (resp. {b, c, d, u, t}) would induce F3, a contradiction. The contradiction
arose from supposing that c is adjacent to u. Therefore, we can assume that if b is adjacent to u, then c
is nonadjacent to u. Symmetrically, if s is adjacent to d, then t is nonadjacent to d. Consequently, either
exactly one of {s, t} is adjacent to d and thus {a, b, c, d, r, s, t, u} induces T9, or none of them are and
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thus {a, b, c, d, r, s, t, u} induces T7, reaching in both cases a contradiction. Therefore, we can assume
that b and c are nonadjacent to u, and s and t are nonadjacent to d.

Finally, since G is T1-free, d must be adjacent to u. Consequently, {a, b, c, d, r, s, t, u} induces T3, a
contradiction. This finishes the proof. 2

Next, the characterization for probe diamond-free graphs is used to characterize probe block graphs.
Partitioned and nonpartitioned probe block graphs were characterized by forbidden induced subgraphs
in [15]. Earlier and independently, probe block graphs were characterized by forbidden induced subgraphs
in [11]. We will present a new characterization for this class, which establishes that probe block graphs
are exactly the chordal probe diamond-free graphs. Specifically speaking, Theorem 4 and Theorem 6
are generalizations of those characterizations by forbidden induced subgraphs for probe block graphs
presented in [15].

Lemma 7 Let G be a probe block graph. Then, G is chordal.

Proof: Let G = (V,E) be a probe block graph. Suppose, by the way of contradiction, that G contains an
induced cycle H of length at least four. Since the graph induced by V (H) in any probe block completion
G∗ of G will be connected and will not have a cut-vertex, it should be complete. Since in G every vertex
of H has a non-neighbor in H , all the vertices of H have to be nonprobe vertices, a contradiction because
they do not form a stable set. 2

Clearly a probe block graph is probe diamond-free and we have already proved that it is also chordal.
The following lemma proves that the graph obtained by adding all the edges to a chordal probe diamond-
free graph whose endpoints are tips of a diamond remains chordal. Consequently, by Theorem 6, every
graph which is chordal and probe diamond-free is probe block.

Lemma 8 Let G = (V,E) be a connected chordal probe diamond-free graph and F be the set of non-
edges of G whose endpoints are tips of some diamond in G. Then, G∗ = (V,E ∪ F ) is chordal.

Proof: Throughout the proof, index sums should be considered modulo k. Let F be the subset of edges
of G∗ defined as in the lemma. Suppose, by way of contradiction, that G∗ = (V,E ∪ F ) contains an
induced cycle H = v1, . . . , vk, v1 for k ≥ 4 as induced subgraph. Since G is chordal, vivi+1 ∈ F for
some i = 1, . . . , k. Assume that the cycle H contains the minimum number of nonprobe vertices among
all the induced cycles contained in G∗. By construction, there exists a vertex w1 ∈ P adjacent to vi
and vi+1. By minimality on the number of nonprobe vertices of H and since G∗ is diamond-free, w1 is
anticomplete to V (H) − {vi, vi+1} in G∗. If E(H) ∩ F = {vivi+1}, then V (H) ∪ {w1} would induce
a cycle in G, a contradiction. Thus, we can assume that there exists an edge vjvj+1 ∈ F with i 6= j
such that vjvj+1 ∈ F . Therefore, there exists a vertex w2 6= w1 belonging to P and adjacent to vj and
vj+1 which is also anticomplete to E(H) − {vjvj+1}. In addition, by the minimality of the number of
nonprobe vertices in H , it follows that w1w2 /∈ E(G). Again, if there were no other edges belonging
to H in F , G would contain an induced cycle greater than 4, a contradiction. Repeating this procedure,
if were necessary, for any edge of H belonging to F , we conclude that G is not chordal, a contradiction
again. 2

By combining Theorem 6, Lemma 7 and Lemma 8, it follows the characterization for probe block
graphs. This characterization points out the relationship between the class of probe block graphs and
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Ptolemaic graphs. Indeed, the corollary below shows that probe block graphs are a subclass of Ptolemaic
graphs, and they are exactly those probe diamond-free graph that are chordal.

Corollary 9 Let G be a connected graph. The following statements are equivalent:

1. G is a probe block graph.

2. G is chordal and probe diamond-free.

3. G is Ptolemaic and {F1, S, T1}-free.

Proof: 1. ⇒ 2. Since block graphs are chordal and diamond-free, the class of probe block graphs is
contained in the class of probe diamond-free graphs. On the other hand, by Lemma 7, it follows that the
class of probe block graphs is contained in the class of chordal graphs.
2.⇒ 1. It is a consequence of Theorem 6 and Lemma 8.
2. ⇒ 3. Let G be a probe diamond-free and chordal graph. By Theorem 6, G is, in particular,
{F1, S, T1}-free and F2-free. Consequently, since G is chordal, G is {F1, S, T1}-free and Ptolemaic.
3.⇒ 2. It is a consequence of Theorem 6, since the only chordal graphs in Figures 2 and 3 are F1, F2,

S and T1. 2

5 Further remarks
From Theorem 4, Lemma 7 and Lemma 8 it follows that partitioned probe block graphs are exactly the
class of partitioned chordal {H1, H2, H3}-free graphs (see also [15]). Let G be a class of graphs. The
G-width of a graph G is the minimum number k of independent sets N1, . . . , Nk in G such that there
exists an embedding of a graph H ∈ G on G such that for every edge e = (x, y) of H which is not an
edge of G there exists an i with x, y ∈ Ni. In the case that k = 1, G is a probe G-graph. In [5], it is
presented a polynomial-time algorithm to recognize whether a given graph has B-width at most k, being
B the class of block graphs. An interesting open problem is to try to characterize, by forbidden induced
subgraphs, those graphs with B-width at most k, for k ≥ 2.
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