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Polynomial tails of additive-type recursions

Eva-Maria Schopp1

1University of Freiburg, Mathematical Stochastics, Eckerstr. 1, 79104 Freiburg, Germany

Polynomial bounds and tail estimates are derived for additive random recursive sequences, which typically arise as
functionals of recursive structures, of random trees, or in recursive algorithms. In particular they arise as parameters
of divide and conquer type algorithms. We mainly focuss on polynomial tails that arise due to heavy tail bounds of
the toll term and the starting distributions. Besides estimating the tail probability directly we use a modified version
of a theorem from regular variation theory. This theorem states that upper bounds on the asymptotic tail probability
can be derived from upper bounds of the Laplace–Stieltjes transforms near zero.
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1 Introduction
We are interested in sequences (Xn)n∈N0 satisfying

Xn
d=

M∑
r=1

Ar(n)X(r)

I
(n)
r

+ bn, n ≥ n0 ≥ 1. (1)

Here, Xn is the parameter of a problem of size n, which is split into M ≥ 1 subproblems r of random
sizes I

(n)
r ∈ {0, . . . , n− 1}. (X(r)

n ) are distributional copies of (Xn) that correspond to the contribution
of subgroup r. bn is a random toll function term and Ar(n) are random factors weighting the subprob-
lems. Further, (X(1)

n ), . . . , (X(M)
n ), (I(n), bn, A(n)) are independent where I(n) = (I(n)

1 , . . . , I
(n)
M ) and

A(n) = (A1(n), . . . , AM (n)) denote the corresponding vectors. Finally, d= denotes equality in distribu-
tion.

The field of algorithms and data structure provides a substantial amount of sequences as in (1). In
typical examples Xn ranges from depth, size, and path length of random trees, identification numbers of
graph algorithms, the number of various substructures or components of combinatorial structures, space
requirement, the number of comparisons, and other cost measures of algorithms, various parameters of
communication and network models, and, in particular, to typical instances of the ‘divide and conquer’
paradigm. For numerous examples of this type we refer to the books of Mahmoud (1992), Sedgewick
and Flajolet (1996), Szpankowski (2001), and Arratia et al. (2003). From those classical problems we can
deduce variations where polynomial tails occur and our tail bounds apply, compare Section 2.

Many authors engaged themselves in the establishment of concentration results and tail bounds for
(randomized) algorithms in general, which serve in particular for establishing approximation bounds and
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error estimates. Besides classical tail bounds like Chernoff’s, Hoeffding’s, Bennett’s, Bernstein’s bounds,
and martingale bounds more recently techniques like induction methods, entropy methods, Talagrand’s
convex-distance inequality and others have been developed and applied. We refer to McDiarmid (1998),
Motwani and Raghavan (1995), Boucheron et al. (2000), Boucheron et al. (2003)), and the references
given therein. Concentration results supplement the asymptotic distributional analysis. They allow sharp
error estimates, and in some cases they allow to establish laws of large numbers for related parameters
like the height of trees (see e.g. Devroye (2002) and Broutin and Devroye (2006)). The following paper
is the follower of the two papers Rüschendorf and Schopp (2007) and Rüschendorf and Schopp (2006)
giving exponential tail bounds for additive-type and max-type recursive sequences.

In this paper we give some criteria to decide whether we can bound the tail of a recursive sequence
as in (1) by a polynomial term. In Section 2 we use well-known results about tails of sums of regularly
varying functions and give some examples. In Section 3 we prove upper bounds for the Laplace–Stieltjes
transform. Then, using a modified version of a statement of Bingham and Doney (1974) we get upper
bounds on the tail probabilities.

2 Bounds on Tail Probabilities
We are interested in sequences (Xn)n∈N0 satisfying (1). Usually, the original recursion does not converge
but we can obtain convergence of the corresponding modified recursion that is centered and normalized
by a positive sequence s(n). Typically, this sequence is of the order of the square root of the variance
(if such exists) and the centering is about the mean if it exists. Consequently, we study the following
modified sequence

Yn :=
Xn − µn

s(n)
, (2)

where, if (Xn) is s-integrable for some s > 0, we set for all n ∈ N0,

µn = EXn, if s > 1, s(n) = max{1,
√

Var(Xn)}, if s > 2,

and s(n) arbitrarily but positive else. Then, (Yn) satisfies the following modified recurrence:

Yn =
M∑

r=1

Ar(n)
s(I(n)

r )
s(n)︸ ︷︷ ︸

=:A
(n)
r

Y
(r)

I
(n)
r

+
1

s(n)

(
bn − µn +

M∑
r=1

Ar(n)µ
I
(n)
r

)
︸ ︷︷ ︸

=:b(n)

. (3)

For recursive sequences general limit theorems have been established by means of the contraction method.
The sequence (Yn) converges under suitable conditions in distribution to a random variable Y which is a
solution of a suitable fixed point equation,

Y
d=

M∑
i=1

AiYi + b. (4)

We refer to Neininger and Rüschendorf (2004, Theorem 4.1) for one possible version of the contraction
method and for more details and references.
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Since we deal with sums of random variables in (1) it is very natural to use a variation of a well-
known statement due to Feller (1971, p. 278). Lemma 2.1 reformulates that assertion that was originally
formulated in terms of asymptotic equivalence instead of upper resp. lower bounds.
Note that with R0 we denote the set of all slowly varying functions (at infinity) in Karamata’s sense,
compare Bingham et al. (1987). Additionally, define for functions f(x), g(x) > 0 on R+,

f(x) ≤as g(x) if lim
x→∞

f(x)
g(x)

≤ 1 and f(x) ∼as g(x) if lim
x→∞

f(x)
g(x)

= 1. (5)

Lemma 2.1 Let F1 and F2 be two distribution functions such that as x →∞

1− Fi(x) ≤as (≥as) x−ρli(x), i = 1, 2

where li ∈ R0, i = 1, 2 and ρ > 0. Then, the convolution of F1 with F2, G := F1 ∗ F2, satisfies

1−G(x) ≤as (≥as) x−ρ(l1(x) + l2(x)), x →∞.

To prove the following Theorem 2.8 we will use a lemma due to Grey (1994), which we reformulate
for the ease of reference.

Lemma 2.2 Let L ∈ R0 and α > 0. Further assume

1. L(λt) ≤ λαL(t), for all λ ≥ 1,

2. 1 ≥ t−αL(t) ≥ t−α
0 L(t0), for all 0 < t ≤ t0.

Then, given δ > 0, there exists K > 1 such that

L(λt)
L(t)

≤ max{λα,Kλ−δ}, for all t > 0, λ > 0. (6)

Proof: Follows from Lemma 1 in Grey (1994) and its proof. 2

Corollary 2.3 Let α > 0, L ∈ R0. If X is a random variable with P (X > t) = t−αL(t) for t > 0, then
(6) holds for L(·) and α.

We will formulate two more useful lemmas for the ease of reference. The first one is a restatement of
Lemma 2.1 of Davis and Resnick (1996) for non-negative random variables. The second, Lemma 2.5,
was proven in Goovaerts et al. (2005, proof of Theorem 2.1, p. 14 ff).

Lemma 2.4 For a sequence of non-negative random variables (Xi)1≤i≤n and a distribution function
F ∈ R−α, α > 0, let

lim
x→∞

P (Xi > x)
1− F (x)

= ci, for i = 1, . . . , n

and

lim
x→∞

P (Xi > x, Xj > x)
1− F (x)

= 0, for 1 ≤ i 6= j ≤ n.

Then

lim
x→∞

P (
∑n

i=1 Xi > x)
1− F (x)

=
n∑

i=1

ci.
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Lemma 2.5 Let X1, . . . , Xn be independent random variables and (θ1, . . . , θn) be non-negative random
variables independent of (Xi)1≤i≤n. Let F ∈ R−α for some α > 0 and assume

E

n∑
k=1

θβ
k < ∞, ∃β > α > 0.

1. If X1, . . . , Xn are identically distributed with distribution function F , we have

lim
x→∞

P (
∑n

k=1 θkXk > x)
1− F (x)

=
n∑

k=1

Eθα
k .

2. Let

lim
x→∞

P (Xi > x)
1− F (x)

= ci, for i = 1, . . . , n,

then

lim
x→∞

P (
∑n

k=1 θkXk > x)
1− F (x)

≤
n∑

k=1

ckEθα
k .

Now we formulate the announced tail result.

Theorem 2.6 Let Yk satisfy recursion (3) and let α ∈ R+. The coefficients Ar(n) (respectively A
(n)
r ) are

assumed to be non-negative. Assume for β > α > 0 and some c > 0

1.) P (Yk ≥ x) ≤as cx−αl(x), k = 0, . . . , n0 − 1, x →∞,

2.) ∀k ≥ n0 :
∑M

r=1 E
(
A

(k)
r

)β

< ∞,

3.) ∀k ≥ n0 : P (b(k) > x) ∼as x−αl(x), x →∞,

with l ∈ R0 satisfying (6). Define

cn :=

{
c n < n0,

1 + E
∑M

r=1

(
A

(n)
r

)α

c
I
(n)
r

n ≥ n0.

Then we have polynomial bounds for (Yk)k∈N0:

P (Yk ≥ x) ≤as ck
1
xα

l(x), x →∞, k ∈ N0. (7)

If condition 3.) is replaced by

3.′) ∀k ≥ n0 : P (b(k) > x) = o(x−αl(x)),

then (7) is valid with c̃k instead of ck where

c̃n :=

{
c n < n0,

E
∑M

r=1

(
A

(n)
r

)α

c̃
I
(n)
r

n ≥ n0.
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Proof: We assume first conditions 1.)-3.). We prove the assertion for Yk, k ∈ N0, by induction on k. The
statement is valid for |Y0|, . . . , |Yn0−1| by assumption 1). The calculations for (7) are then straightforward:
Assume the induction hypothesis (7) holds for all |Yl|, l ≤ k − 1. Then, by independence, induction
hypothesis, and Lemma 2.1 we obtain for all ε > 0

P (Yk > t) = P

(
M∑

r=1

Ar(k)
s(I(k)

r )
s(k)

Y
(r)

I
(k)
r

+ b(k) > t

)

= P
(
b(k) > (1 + ε)t

)
− P

(
b(k) > (1 + ε)t, b(k) +

M∑
i=1

A
(k)
i Y

(i)

I
(k)
i

≤ t

)

+ P

(
(1− ε)t < b(k) ≤ (1 + ε)t, b(k) +

M∑
i=1

A
(k)
i Y

(i)

I
(k)
i

> t

)

+ P

(
b(k) ≤ (1− ε)t, b(k) +

M∑
i=1

A
(k)
i Y

(i)

I
(k)
i

> t

)
=: I

(k)
1 (t)− I

(k)
2 (t) + I

(k)
3 (t) + I

(k)
4 (t).

First note that

I
(k)
1 (t) ∼as ((1 + ε)t)−α

l((1 + ε)t)
∼as t−αl(t), t →∞.

Next,

0 ≤ I
(k)
3 (t) ≤ P ((1− ε)t < |b(k)| ≤ (1 + ε)t)

∼as

(
(1− ε)−α − (1 + ε)−α

)
t−αl(t).

And last with Lemma 2.1 we have

I
(k)
4 (t) = t−αl(t)E

P

(∑M
i=1 A

(k)
i Y

(i)

I
(k)
i

> t− b(k)
∣∣ (A(k), I(k), b(k)

))
t−αl(t)

1{b(k)≤(1−ε)t}



= t−αl(t)E

( ∑
eJ∈{1,...,M}

[P

(∑
i∈ eJ A

(k)
i Y

(i)

I
(k)
i

> t− b(k)
∣∣ (A(k), I(k), b(k)

))
t−αl(t)

×1nT
i∈ eJ{A(k)

i >0} ∩
T

i∈ eJc{A(k)
i =0} ∩ {b(k)≤(1−ε)t}

o
])

.

The limes superior of the random variable in brackets converges pointwise to a finite limit less or equal
than ∑

i∈ eJ
c
I
(k)
i

(
A

(k)
i

)α

1nT
i∈ eJ{A(k)

i >0} ∩
T

i∈ eJc{A(k)
i =0}

o
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as t →∞ and is dominated by

∑
i∈ eJ

P

(
Y

(r)

I
(k)
r

>
(
A

(k)
r

)−1

εt

)
t−αl(t)

,

where the summands are by Lemma 2.2 for δ = β − α dominated by max{1,Kε−β |A(k)
r |β} for some

constant K > 0. This random variable is integrable and so, by dominated convergence, we conclude that

I
(k)
4 (t) ≤as E

M∑
r=1

c
I
(k)
r

(
A(k)

r

)α

t−αl(t), t →∞.

Now collecting our results and letting ε ↘ 0 we obtain the statement.
Now using condition 3.′) instead of condition 3.), we prove the statement again by induction. We set

F̄ (x) := x−αl(x) and ε := β − α. The statement is true for Y0, . . . , Yn0−1, so for the induction step we
assume that the assertion is valid for Yk, k ≤ n− 1. Then

P (Yn ≥ x) = P

(
M∑

r=1

A(n)
r Y

(r)

I
(n)
r

+ b(n) > x

)
.

Further note that

P
(
A(n)

r Y
(r)

I
(n)
r

> x
)

= P

(
A(n)

r

n−1∑
k=0

1{I(n)
r =k}Y

(r)
k > x

)
.

Since for l 6= k

P
(
1{I(n)

r =k}Y
(r)
k > x, 1{I(n)

r =l}Y
(r)
l > x

)
≤ P

(
{I(n)

r = k} ∩ {I(n)
r = l}

)
= P (∅) = 0

we obtain with Lemma 2.5

lim
x→∞

P
(
A

(n)
r Y

(r)

I
(n)
r

> x
)

F̄ (x)
= lim

x→∞

P
(∑n−1

k=0(A(n)
r 1{I(n)

r =k})Y
(r)
k > x

)
F̄ (x)

≤
n−1∑
k=0

E
((

A(n)
r

)α

1{I(n)
r =k}c̃k

)
= E

((
A(n)

r

)α

c̃
I
(n)
r

)
by independence of (A(n), I(n)) and Yk. Furthermore,

lim
x→∞

P
(∑M

r=1 A
(n)
r Y

(r)

I
(n)
r

> x, b
(n)
r > x

)
F̄ (x)

≤ lim
x→∞

P (b(n)
r > x)
F̄ (x)

= 0
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by assumption on the tail of b
(n)
r , and since for 1 ≤ l 6= k ≤ M we have for δ > 0 small enough

P

(
A

(n)
l Y

(l)

I
(n)
l

> x, A
(n)
k Y

(k)

I
(n)
k

> x

)
≤ P

(
A

(n)
l

(
Y

(l)

I
(n)
l

)+

> x, A
(n)
k

(
Y

(k)

I
(n)
k

)+

> x

)

≤ P
(
A

(n)
l > x1−δ

)
+ P

(
A

(n)
l

(
Y

(l)

I
(n)
l

)+

> x, A
(n)
k

(
Y

(k)

I
(n)
k

)+

> x, A
(n)
l ≤ x1−δ

)

≤ x−(1−δ)(α+ε)E(A(n)
l )α+ε + E

[
P

((
Y

(l)

I
(n)
l

)+

> xδ
∣∣∣ (A(n)

r , I(n), b(n)
))

×P

(
A

(n)
k

(
Y

(l)

I
(n)
k

)+

> x
∣∣∣ (A(n)

r , I(n), b(n)
))]

= o(F̄ (x)).

Now combining our results we can again use Lemma 2.4 and Lemma 2.5 to obtain

lim
x→∞

P
(∑M

r=1 A
(n)
r Y

(r)

I
(n)
r

+ b
(n)
r > x

)
F̄ (x)

= lim
x→∞

P
(∑M

r=1 A
(n)
r Y

(r)

I
(n)
r

> x
)

F̄ (x)

=
M∑

r=1

lim
x→∞

P
(
A

(n)
r Y

(r)

I
(n)
r

> x
)

F̄ (x)

≤
M∑

r=1

E
((

A(n)
r

)α

c̃
I
(n)
r

)
= c̃n. 2

Remark 2.7 If
∑M

r=1

(
A

(n)
r

)α

≤ a < 1 for all n ≥ n0 and if (cn)n≥n0 is a non-decreasing sequence,

then cn ≤ 1
1−a for all n ≥ n0.

As an immediate consequence we get the following statement.

Lemma 2.8 Let Yk satisfy recursion (3) and assume

1) P (|Yk| > x) ≤as x−αl(x), 0 ≤ k < n0, for some α > 0, l ∈ R0,

2) ∀k ≥ n0 :
∑M

r=1 E|A(k)
r |α ≤ 1,

3) ∀k ≥ n0 :
∑M

r=1 E|A(k)
r |eα < ∞, for some α̃ > α,

4) ∀k ≥ n0 : P (|b(k)| > x) = o (x−αl(x)),

whereas l satisfies (6). Then we have polynomial bounds for the sequence (Yk)k∈N0

P (| Yk |≥ x) ≤as
1
xα

l(x), x →∞, k ∈ N0. (8)
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Proof: Using the upper bound

P (|Yk| ≥ x) = P

(∣∣∣∣∣
M∑

r=1

Ar(k)
s(I(k)

r )
s(k)

Y
(r)

I
(k)
r

+ b(k)

∣∣∣∣∣ ≥ x

)

≤ P

(
M∑

r=1

∣∣∣A(k)
r

∣∣∣ ∣∣∣Y (r)

I
(k)
r

∣∣∣+ ∣∣∣b(k)
∣∣∣ ≥ x

)

and the proof of Theorem 2.6 applied on
∑M

r=1

∣∣∣A(k)
r

∣∣∣ ∣∣∣Y (r)

I
(k)
r

∣∣∣+ ∣∣b(k)
∣∣ we obtain the statement. 2

Examples 2.9 1. Let us consider a variation of Kolmogorov’s rock model also called Bisection model.
An object is initially of mass X where X is a real valued random variable. At time one it splits
into two objects with uniform size. At time n each of the 2n objects are broken independently of
the other ones into two objects with uniform size. The size of an object is therefore a product of
independent uniform random variables times X . Taking logarithms gives a discrete time branching
random walk. Various parameters of branching random walks have recursive structure and their
tails depend now highly on the tail of X . If X has stable like tails then this example fits into our
framework.

2. Consider a set of dNe := inf{i ∈ N : i ≥ N} different real valued numbers where N > 0 is a
non-negative random variable with heavy tails. Then, applying for examples the well-known sorting
algorithm Quicksort in oder to sort this set of random size we have for the number of comparisions
CdNe needed by Quicksort

CdNe
d= CIdNe + Cn−1−IdNe + (dNe − 1).

Now this key performance number fits into our tail framework.

3. Let b ∈ N and c1 ≤ c2 ≤ . . . ≤ cb be positive integers. Lopsided trees are b-ary rooted trees where
for each node, the edge to its i-th child has length ci (compare for example Broutin and Devroye
(2006) and references given therein). Consider a lopsided tree in which the lengths of the edges are
random and have polynomial tails. Then various recursive tree parameters can be handled with
our tail estimates as, for example, the internal path length.
In addition, other random trees such as random binary search trees or random recursive trees can
also be weighted by different heavy-tailed edge lengths and then be studied with our tail results.

3 Bounds on Laplace–Stieltjes transforms
One major disadvantage of the previous tail bound results is the fact that they do not hold uniformly and
can, therefore, not be transferred to the limit described as a fixed point. However, there are cases when
we can prove uniform upper tail estimates, for example in the case M = 2 and if α, the tail index, lies
in (0, 1]. Note that estimates become highly involved and need more preliminary assumptions if we want
to extend the method to α ∈ (1,∞). Before we proceed with Theorem 3.3 that contains our results in
the special case, we present a modified version of an assertion due to Bingham and Doney (1974). The
original statement is formulated in terms of asymptotic equivalence instead of asymptotic upper bounds.
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Note that Lemma 3.1 is neither a direct consequence of the original assertion nor a direct generalization
of the corresponding proof. For the definition of O-regularly varying functions (short: OR) and functions
of bounded increase (short BI) we refer to the book of Bingham et al. (1987).

Lemma 3.1 Let X be non-negative and unbounded. Let l ∈ R0. For every n ∈ Z+ such that 0 < µn <
∞, for every β, 0 ≤ β ≤ 1, let α = n + β. If

(i) ∃c > 0 : gn(s) ≤as csβl
(

1
s

)
, s ↘ 0,

then

(ii) ∃C > 0 : 1− F (x) ≤as Cx−αl(x), x →∞.

Proof: First note that sgn(1/s) is an O-regularly varying function and observe that s−1gn(s) is the
Laplace–Stieltjes transform of the function

∫ x

0
dt
∫∞

t
yndF (y). Further,

∫ x

0
dt
∫∞

t
yndF (y) is a non-

negative, non-decreasing function, so by the de-Haan–Stadtmüller-Theorem (compare Bingham et al.
(1987)) (i) is equivalent to

(iii) ∃c1 > 0 : U(x) :=
∫ x

0
dt
∫∞

t
yndF (y) ≤as c1x

1−βl(x), x →∞ and U ∈ OR.

Let Tn(t) := u(t) :=
∫∞

t
yndF (y). Then u is non-negative and monotone, but non-increasing with

U(x) =
∫ x

0
u(t)dt. Therefore U(x) ≥ xu(x). So from (iii) we get

(iv) ∃c2 > 0 : Tn(x) =
∫∞

x
yndF (y) ≤as c2x

−βl(x), x →∞.

As µn < ∞,
∫∞
0

tn−1(1− F (t))dt is convergent by Bingham et al. (1987, Lemma 8.1.5). Integration by
parts yields Tn(x) = xn(1− F (x)) + n

∫∞
x

yn−1(1− F (y))dy. Hence

1− F (x) =
1
xn

Tn(x)− n

∫ ∞

x

y−(n+1)Tn(y)dy ≤ 1
xn

Tn(x),

whence (iv) implies (ii). 2

Remark 3.2 Assume 1.(i) is valid in Lemma 3.1 for some c > 0. Then 1.(ii) is valid and we can choose
C = ec as a suitable constant since for a non-decreasing, non-negative function U in OR, Û(1/t)

U(t) ≥ e−1

(this can be obtained from the proof of the de Haan–Stadtmüller-Theorem).

Theorem 3.3 Let (Yn)n∈N0 be a sequence satisfying (3) with M = 2. We assume further

F̂n(s) = Ee−s|Yn| ≥ 1− c1s
α(1 + on(1)), s ↘ 0, n = 0, . . . , n0 − 1

with c1 ∈ R+, 0 ≤ α < 1, and on(1) → 0, s ↘ 0.
Let for all n ≥ n0 and some c2 > 0

1) F̂|b(n)|(s) ≥ 1− c2

(
s

s(n)

)α

(1 + ob(1)), ob(1) → 0, s ↘ 0,

2)
∑2

r=1

(
|Ar(n)| s(I

(n)
r )

s(n)

)α

≤ 1−
(

1
s(n)

)α

.
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Then we have uniform polynomial bounds for (Yn) as well as for the solution of (4):

P (| Yk |≥ x) ≤as emax{c1, c2}x−α, x →∞, k ∈ N0. (9)

Proof: We establish by induction uniformly for n ∈ N Laplace–Stieltjes estimates for (Yn) which corre-
spond by Lemma 3.1 and Remark 3.2 to the thesis above. Write F̂j for the Laplace–Stieltjes transform
of |Yj |. For the induction step we have that 1 − F̂j(s) ≤as c∗sα(1 + o(1)), j = 1, . . . , n − 1, where
we choose o(1) := max{|o1(1)|, . . . , |on0−1(1)|, |ob(1)|} and c∗ := max{c1, c2}. For the induction step
consider for s ↘ 0

F̂n(s) = Ee−s|Yn|

≥ E

(
E

(
e
−s

P2
r=1|A(n)

r |
˛̨̨̨
Y

(r)

I
(n)
r

˛̨̨̨
+|b(n)| ∣∣∣ (A(n), I(n), b(n)

)))

= E

[
e−s|b(n)|

2∏
r=1

F̂
I
(n)
r

(
s|Ar(n)|s(I

(n)
r )

s(n)

)]

≥ E

[
e−s|b(n)|

2∏
r=1

(
1− c∗

(
s|Ar(n)|s(I

(n)
r )

s(n)

)α

(1 + o(1))

)]

= E

[
e−s|b(n)|

(
1− c∗sα(1 + o(1))

2∑
r=1

|A(n)
r |α + c∗2s2α(1 + o(1))2|A(n)

1 A
(n)
2 |α

)]

≥ E

[
e−s|b(n)|

(
1− c∗sα(1 + o(1))

2∑
r=1

|A(n)
r |α

)]

≥
(

1− c∗
(

1
s(n)

)α

sα(1 + o(1))
)(

1− c∗
(

1−
(

1
s(n)

)α)
sα(1 + o(1))

)
= 1− c∗sα(1 + o(1)) + (c∗)2(1 + o(1))2

(
1

s(n)

)α(
1−

(
1

s(n)

)α)
s2α

≥ 1− c∗sα(1 + o(1)). 2

Remark 3.4 From Goldie and Grübel (1996, Theorem 4.1) we deduce that if one of the coefficients in (4)
takes values greater than one with positive probability, we have at least a power-law tail. More results on
the tail behaviour of fixed points as in (4) in the case M = 1 are given in Kesten (1973) (working in many
dimensions), Grincevičius (1975), Goldie (1991) (working with a more general functional equation), Grey
(1994), Embrechts and Goldie (1994), and Goldie and Maller (2000). An interesting summary about the
state of the art is given in Embrechts and Goldie (1994). For fixed points as in (4) in the case b = 0,
sometimes called smoothing transformations, we refer to Liu (1998) and Iksanov (2004) for tail results.
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