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Abstract. The Cutting Plane method is a simple and efficient method
for optimizing convex functions in which subgradients are available. This
paper proposes several methods for parallelizing it, in particular using a
typically evolutionary method, and compares them experimentally in a
well-conditioned and ill-conditioned settings.

1 Introduction

Various information levels can help for optimization: the objective function val-
ues are usually available; sometimes, the gradient is also provided[3], and in some
cases the Hessian is available (either directly, in Newton’s method, or approxi-
mated by successive gradients, as in quasi-Newton methods[2, 4, 6, 14]; there are
also cases in which both the gradient and Hessian are approximated by objec-
tive function values without direct computations[13]). We here consider cases in
which we have access to subgradients.

A traditional method for cases in which subgradients are available is the
cutting-plane method[8]: at each search point xn, a linear approximation of the
objective function f , tangent to f at xn, is computed1; this linear approximation
is termed a cut c. This cutting-plane method assumes that the objective function
f is convex, so that the cuts are all below f . The f̃n function – corresponding
to the maximum of cuts {c1, ..., cn} computed in previous iterations {1, ..., n}
– can therefore be used as an heuristic. Thus, f̃ is an approximate model of
the objective function and it determines the search point of the next iteration
n + 1: xn+1 = arg minx f̃n. As f̃ is piecewise linear, arg minx f̃n can be quickly
computed using linear programming solvers.

The parallelization of optimization algorithms is critical for many applica-
tions. To the best of our knowledge, whereas many methods using linear cuts
have been parallelized (e.g. dual dynamic programming[12]), there is no pub-
lished work on parallel cutting plane methods.

In this paper we propose variants of parallel cutting plane methods. We anal-
yse these variant to validate the approach both theoretically and experimentally.
Section 2 formalizes the problem. Section 3 introduces several parallel cutting
plane methods. Section 4 provides experimental results.

1 This cutting-plane method is not the one which is used in integer linear programming
but the version for continuous non-linear optimization with gradients.



2 Problem Statement

Let f : C ⊆ Rd → R be a convex function with domain C, where d is the
dimension of the problem. The generic problem at hand is defined by

min f(x) , subject to x ∈ C,

where C is a convex set. Assuming that we have access, for a given x, to both
f(x) and a subgradient ∇fx, then the cutting plane method can be defined as
follow for the iteration n ∈ {0, 1, 2, . . . }:

xn+1 = arg min
x

f̃n , (1)

cn+1 = x 7→ cn+1(x) = f(xn+1) +∇fxn+1 .(x− xn+1) , (2)

f̃n+1 = max(f̃n, cn+1) , (3)

where f̃0 is some heuristic, and where Eq. (1) defines the sequence x1,x2, . . . ,xn

of search points. Eq. (2) defines the cuts, i.e. linear functions tangent to the objec-
tive function f . Eq. (3) defines the sequence of approximate models f̃1, f̃2, . . . , f̃n.
f̃0 can be −∞ or some heuristically defined functions. However, if f̃0 can be en-
coded in linear programming, then Eq. (1) can be solved by linear programming
for any n ≥ 0. Usually x1 is randomly drawn in C if f̃0 is a constant function.

3 Parallel cutting plane methods

The classic cutting plane method is a sequential approach that generates only
one cut per iteration n. The idea put forth in this paper is to generate several
per iteration. Assuming we have access p processors, then we can potentially
generate p cuts per iteration. In this section, we define parallel cutting plane
(PCP) methods. First Section 3.1 describes a naive parallelization of the cutting
plane method. Then Section 3.2 explains a gaussian approach, using random
perturbation; a variant is also proposed. Third, Section 3.3 explains the billard
method to generate the cuts and also develops a variant.

3.1 Regular PCP

The idea of a naive parallelization of the cutting plane method is to evaluate
several points between xn and xn+1 rather than only xn+1. For some constant
C > 0, we define a regular PCP as follows for the iteration n ∈ {0, 1, 2, . . . }:

xn+1 = arg min
x

f̃n(x) , (4)

∀i ∈ {1, . . . , p},xn+1,i = xn +

(
C

i

p

)
(xn+1 − xn) , (5)

cn+1,i = x 7→ cn+1,i(x) = f(xn+1,i) +∇fxn+1,i .(x− xn+1,i) , (6)

f̃n+1 = max(f̃n,max
i

cn+1,i) . (7)



where f̃0 is some heuristic. Obviously Eq.(6) can be computed in parallel. In
the worst case scenario the only cut of relevance is from the point xn+1 in which
case it boils down to the sequential cutting plane method. When C = 1, it means
that we evaluate cuts regularly distributed from xn to xn+1; this is termed the
regular PCP. When C > 1 (e.g. C = 2), we evaluate cuts also farther than xn+1;
this is termed extended regular (or e-regular in the following figures).

3.2 Gaussian PCP

Evolutionary algorithms are usually not the fastest optimization methods, but
they have advantages in terms of robustness and parallelization. Combining
cutting planes and evolutionary mutations is a natural idea for parallelizing
the cutting planes method. The naive PCP from Section 3.1 has the draw-
back that it generates points distributed along a line. We propose a gaussian
variant of the form N (µ,σ), where cuts are generated using µ = xn+1 and

σ = ||xn+1 −xn||/
√
d. Note the division by the square root of the dimension in

order to keep the distance normalized. As such we propose the following variant:

f̃0 = some heuristic (8)

xn+1 = arg min
x

f̃n(x) , (9)

xn+1,1 = xn+1 (10)

µ = xn+1 σ = ||xn+1 − xn||/
√
d (11)

∀i ∈ {2, . . . , p},xn+1,i = N (µ,σ) , (12)

∀i ∈ {2, . . . , p}, cn+1,i(x) = f(xn+1,i) +∇fxn+1,i .(x− xn+1,i) , (13)

f̃n+1 = max(fn,max
i

cn+1,i) (14)

Our aim is to have points less regularly distributed, hopefully with a better
diversity in the cuts. Admittedly, a drawback of this method is that points are
generated isotropically, which might be problematic for ill-conditioned prob-
lems.When the domain of f is constrained (C ⊂ Rd) Eq. 12 might draw some
points outside C; another instruction is then required to filter these wrong points.

Special-Gaussian PCP We here propose a “special” variant of the Gaussian
version above. The pseudo-code is the same, but µ and σ are such that the
Gaussian distribution is centered on the average µ = 1

2 (xn + xn+1) and σ =

||xn+1 − xn||/2
√
d.

3.3 Billiard PCP

In a convex setting, each (non-null) cut provide a half-space in which the opti-
mum lies. With multiple cuts, we have a polyhedron in which the optimum nec-
essarily lies. The billiard algorithm is a classical approach[10, 1, 7, 5] for sampling
a polyhedron. We apply it, here and get p−1 points xn,2, . . . ,xn,p approximately
uniformly distributed in the polyhedron. xn,1 is set to xn.
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Fig. 1: Dimension d = 3, 15 iterations, p = 5. Comparison of Simple Regret
(SR) based on the number of processors p. Interpretation: for the sphere, s-
Billiard and s-Gaussian outperform the other variants when p > 3; for the cigar,
billiard and s-Billiard outperform the other variants when p > 3.

Special-billiard PCP The center of mass might be an interesting point; there-
fore, for this special billiard, we keep one point for the average of the xn,i for

i ∈ {2, . . . , p − 1}: xn,p = 1
p−2

∑p−1
i=2 xn,i. This method is inspired by [9, 11]. It

approximates the center of mass of the polyhedron of possible optima; a compu-
tationally faster method is also proposed in [15] (using an approximation of the
centre of gravity by the center of the biggest ellipsoid).

4 Experiments

In this section we compare 2 regular parallel cutting plane methods (C=1 and
C=1.5, from Section 3.1), 2 gaussian approaches (defined in Section 3.2) and
2 billiards methods from Section 3.3 to 2 baseline: sequential and cheat. The
sequential method is the vanilla version where there are no parallelization. The
cheat method can execute each cut in parallel as if it was in the sequential
scenario, thus showing the absolute best possible outcome.

Simple regret We consider in our results the Simple Regret (SR). The simple
regret of an optimization run is the difference f(x̂) − infx f(x), where x̂ is the
approximation of the optimum provided by the optimization algorithm at the
end of the optimization run.

Comparison We compare our methods, as a function of the number p of proces-
sors. For the sake of comparison, we include a “cheating” method. The cheating
method is in fact the sequential classical cutting-plane method, but with each
group of p iterations being considered as one iteration only. This is not a real
parallel method: it is cheating in the sense that processor #2 can use the result of
the computation of processor #1, and so on. It is just aimed at showing the ideal
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Fig. 2: Dimension d = 5, 50 iterations, p = 6. Comparison of Simple Regret
(SR) based on the number of processors p. Interpretation: for the sphere, Gaus-
sian and s-Gaussian outperform the other variants when p > 4; for the cigar,
billiard and s-Billiard outperform the other variants when p > 5.

case, i.e. the performance that would be obtained if we could fully parallelize the
cutting plane method so that p iterations on a sequential machine could be run
simultaneously on a machine with p processors. For the sake of comparison, we
also include a “sequential” method, in which we do not parallelize at all; only
one processor is used, so that this is indeed the sequential method.

We consider the sphere function f(x) = ||x||2 for x ∈ [0, 1]d, and the cigar

function f(x) = x2
1 + 103

∑i=d
i=2 x

2
i . All cutting plane methods start with a point

randomly uniformly drawn in {x ∈ Rd; ||x|| = 1}. Results are averaged over 20
runs; each point in each curve is computed independently, so that superiority
over each abscissa shows statistical significance.

Figure 1 explores the different variants with a fixed dimension d = 3, a
number of iterations n = 15 and a number of processors p = 5. For the sphere,
s-Billiard and s-Gaussian outperform the other variants when p > 3. For the
cigar, billiard and s-Billiard outperform the other variants when p > 3. Our
variants (s-Gaussian and s-Billiard) outperform their respective initial version
(respectively Gaussian and Billiard).

Figure 2 evaluates the different variants with a fixed dimension d = 5, a
number of iterations n = 50 and a number of processors p = 6. For the sphere,
Gaussian and s-Gaussian outperform the other variants when p > 4. For the
cigar, Billiard and s-Billiard outperform the other variants when p > 5. Once
again, our variants (s-Gaussian and s-Billiard) outperform their respective initial
version (respectively Gaussian and Billiard).

Figure 3 evaluates the different variants with a fixed dimension d = 10, a
number of iterations n = 100 and a number of processors p = 7. For the sphere,
Gaussian and s-Gaussian outperform the other variants when p > 4. For the
cigar, s-Gaussian and s-Billiard outperform the other variants when p > 5. Once
again, our variants (s-Gaussian and s-Billiard) outperform their respective initial
version (respectively Gaussian and Billiard).
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Fig. 3: Dimension d = 10, 100 iterations, p = 7. Comparison of Simple
Regret (SR) based on the number of processors p. Interpretation: for the sphere,
Gaussian and s-Gaussian outperform the other variants when p > 4; for the
cigar, s-Gaussian and s-Billiard outperform the other variants when p > 5.

Figure 4 presents the impact of the number of iterations upon the Simple
Regret (SR) for the 10 dimensions sphere and cigar objective functions. A good
variant typically would require a number of iteration as low as possible since
each iteration represents a sequential step. The s-Gaussian is clearly the best
variant when p > 4, whatever the number of iteration.

5 Conclusion

Our conclusions are as follows:

– The s-Billiard method is better than the billiard method. This is consistent
with the superiority of the ellipsoid method. This might make sense even in
the sequential case.

– Comparison between methods: the s-Gaussian method is the best method in
the well conditioned case (“sphere”). The s-Billiard method is the best only
in the ill-conditioned case (“cigar”) when the dimension is small.

– Speed-up: the speed-up is reasonably good; we have nearly a half or a third
of a linear speed-up (i.e. we need twice or three times more processors than
in the “cheating” case).
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Fig. 4: Dimension d = 10; 10, 40 and 100 iterations; p = 7. Comparison
of Simple Regret (SR) based on the number of processors p. Interpretation: for
the sphere and the cigar, s-Gaussian outperform the other variants when p > 4,
whatever the number of iteration.


