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Abstract. In this paper we present a system for automatic prediction of
extraversion during the first thin slices of human-robot interaction (HRI).
This work is based on the hypothesis that personality traits and attitude
towards robot appear in the behavioural response of humans during HRI.
We propose a set of four non-verbal movement features that characterize
human behavior during interaction. We focus our study on predicting
Extraversion using these features, extracted from a dataset consisting
of 39 healthy adults interacting with the humanoid iCub. Our analysis
shows that it is possible to predict to a good level (64%) the Extraversion
of a human from a thin slice of interaction relying only on non-verbal
movement features. Our results are comparable to the state-of-the-art
obtained in HHI [23].
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1 Introduction

Social robots should be able to adapt their behaviour taking into account the
unique personality of their interacting partners. To this end, they need to learn a
model of their behaviour, that can be built using multimodal features extracted
during online interaction, physical features, social context, individual factors
etc. [1]. Currently, a crucial challenge for Human-Robot Interaction (HRI) is
the automated online estimation of the latter, such as personality traits, and
the study of how they influence the exchange of verbal and non-verbal signals,
as well the mechanisms underlying the production of behaviors, emotions and
thoughts. These issues have been investigated in the project EDHHI[9]1, focused
on studying social interactions between humans and the humanoid robot iCub.
Within EDHHI, the researchers investigated how the production of social signals
during HRI is influenced by individual factors, such as personality traits and at-
titude towards robots. A number of face-to-face dyadic and tryadic interactions

1 http://www.loria.fr/∼sivaldi/edhhi.htm



were realized in the experiments of this project, between ordinary people with-
out prior experience with robots and the humanoid iCub. Exploiting the dataset
collected in EDHHI, the goal of this paper is to investigate whether it is possible
to predict the personality trait of extraversion from a set of non-verbal features
extracted during a short interaction with the robot. Particularly, we take into
account the first thin slices of an interaction (i.e., the first minutes). Personal-
ity is generally addressed through the trait theory that individuates the factors
able to catch stable individual characteristics underlying overt behaviour. Trait
theory formalization exploits multi-factorial models, the most well-known being
the Big-Five, owing its name to the 5 traits chosen as descriptive of a person-
ality: Extraversion, Neuroticism, Agreeableness,Conscientiousness, Openness to
Experience [11]. In this work we focus on extraversion, the personality trait that
notably (i) shows up more clearly during interaction, and (ii) has the greater
impact on social behaviour with respect to the other traits [23]. We include in
the study also the negative attitude towards robot [15] that could capture a
novelty or anxiety effect when the ordinary people interact with the robot for
their first time, consistent with the focus of our study on the first thin slice of
an interaction.

Background : Studies involving personality assessment, typical of the psy-
chology domain, are now more and more of interest for human-computer inter-
action (HCI) and human-robot interaction (HRI). In these last years, indeed,
a new branch of research in HCI, called personality computing is developing.
Research on personality computing focuses on the following three major issues:
(i) Automatic Personality Recognition (APR); (ii)Automatic Personality Per-
ception (APP); and (iii) Automatic Personality Synthesis (APS ) – see [21] for a
review. In particular, APR is aimed at “inferring self-assessed personalities from
machine detectable distal cues” [21]. About the modeling, the current exploited
models in computing community are the trait based models, that try to isolate a
small set of factors, known as Big-Five (BF) [11], able to describe the stable be-
havioural patterns. The NEO-Personality-Inventory Revised [4], the NEO Five
Factor Inventory [12] and the Big-Five Inventory [10] are the most common
experimental instruments adopted for this measurement.

These studies are now of high relevance for robotics. Tapus et al. [19] designed
an assistive therapist robot matching its Extroversion with the one of its patients,
and proved its effectiveness in terms of therapy performance. Meerbeek et al.
[13] provided guidelines to design and evaluate personality and expressions in
autonomous domestic robots. An important line of research is to probe into the
influence of personality and individual traits on the production of verbal and
non-verbal signals during HRI, as done in [9] and in our study.

Hypothesis: The literature on personality traits and HRI shows that per-
sonality traits influence the production of verbal and non-verbal signals during
HRI. Preliminary analysis on the EDHHI dataset reveal that extroversion and
NARS influence the production of gaze and speech [9]. Here, we contend that it
is possible to predict the human’s extraversion from the analysis of non-verbal
features.



Overview of the proposed system for automatic prediction of ex-
troversion in HRI: The proposed system is sketched in Figure 1. We extracted
a set of relevant non-verbal features from the depth image of a Kinect placed
above the head of the iCub interacting face-to-face with adult participants to the
EDHHI experiments. As it will be discussed in Section 3, the relevant features
include quantity of movement, synchrony and the personal distance between hu-
man and robot (frequently studied in proxemics). To predict extraversion from
these features, we trained a model in a supervised way thanks to the ground
truth provided by the score of the questionnaires filled up by the participants,
as reported in Section 2. The classification system and the experimental results
are detailed in Section 4.

2 Methods and Materials

Fig. 1. Overview of the proposed system.

This section briefly describes
the experiments that pro-
vided the dataset used in this
work, along with the ques-
tionnaires and the partici-
pants to the study.

Questionnaires: To as-
sess the personality traits of
the participants, two ques-
tionnaires were used: the Revised Personality Inventory (NEO-PIR) [4], assessing
the personality traits according to the Big Five model [11], and the Negative At-
titude towards Robots Scale (NARS) [15]. From the first questionnaire, only
the 48 questions related to Extraversion were retained. The order of the ques-
tions followed the original questionnaire, while answers were on a Likert-type
scale from 1 (Totally disagree) to 5 (Totally agree). The second questionnaire
consists of 14 questions divided into three sub-scales: ‘Negative attitude toward
situation of interaction with robots” (NARS-S1), “Negative attitude toward so-
cial influence of robots” (NARS-S2) and “Negative attitude toward emotions in
interaction with robots” (NARS-S3). The order of the questions followed the
original questionnaire, while answers were on a Likert-type scale, from 1 to 7
(Strongly disagree / agree).

Robotics setup: The experiments were carried out with the humanoid
iCub [14], a robot shaped like a 4 years old child. The robot was standing on
a fixed pole and it was controlled by an operator hidden behind a wall. The
operator was constantly monitoring the status of the robot, and could intervene
to send high-level commands and respond to unexpected actions or requests of
the participants, using a Wizard-Of-Oz GUI designed to control the robot. For
satefy issues, the experimenter monitored the interaction and was able to inter-
vene and stop the robot in case of urgency. The robot was velocity controlled
when there was no physical interaction with humans, but its stiffness was ad-
justed to make it compliant in case people would touch it [6]. Facial expressions



and speech were enabled. The robot was able to say few sentences, such as “yes”,
“no”, “thank you”.

Experimental Protocol: The experiments of Project EDHHI followed
a protocol2 developed to study the spontaneous behavior of ordinary people
interacting with a robot. The personality traits of the participants were retrieved
by questionnaires that were filled up through a web form two weeks before doing
the experiments, to avoid influences of the questions on their behavior.

Fig. 2. iCub interacting with two participants.

The day of the experi-
ment, participants were in-
formed about the overall pro-
cedure before signing an in-
formed consent form grant-
ing use of all the recorded
data. Before the experiment,
the participants had to watch
a short video presenting the
iCub. The video did not pro-
vide any information about
the experiments. It was instrumental to make sure that the participants had
a uniform prior knowledge of the robot appearance. After the video, each par-
ticipant was introduced to the robot by the experimenter, who did not provide
any specific instruction to the participants about how to behave with the robot
and what to do. The experimenter would simply stay on the right side of the
robot, to supervise the interaction for safety issues. The robot was standing on
its fixed pole, gently waving the hands and looking upright, while holding a
colored toy in its right hand. It was not speaking. Once the participants were
standing and looking in front of the robot, they were free to do whatever they
wanted: talking to the robot, touching it, and so on. For few seconds, the robot
would do nothing, then it would look at the participant (upward gaze) and raise
the right hand, holding the colored paper roll. Since no instructions were given
about this interaction, the participants could choose whether to interpret the
robot’s movement as an intentional and goal-directed action or not, therefore
interact with the robot, or to ignore the action. If the participant had no reac-
tion to this movement, the robot, controlled by the operator, would lower the
hand after 4-5 seconds. Otherwise, the robot would open the hand to give the
toy to the human (see Fig. 2). As participants did not receive any indication by
the experimenter, if they wanted to, they could start interacting more actively
with iCub, asking questions, giving back the toy, and so on. The designed inter-
action, triggered by a simple movement of the robot, is very simple. However,
due to the natural condition and the absence of constraints and indications from
the experimenter, the response produced by the participants can be considered
spontaneous, which justifies the observed variability of behaviors and non-verbal
signals produced during the interaction. When the experimenter would detect
a disengagement of the participant, a long pause or inactivity, she would invite

2 Ivaldi et al., IRB n.20135200001072.



the participant to withdraw from the robot and start preparing for executing
the EDHHI experiments with iCub, which are out of the scope of this paper.

Participants : 39 healthy adults without any prior experience with robots
volunteered to participate to the experiments (11 male and 28 female, aged
37.8y±15.2y). They received an ID number to preserve the anonymity of the
study. They signed an informed consent form to partake in the study and granted
us the use of their recorded data and videos.

Data Collection : The dataset from Project EDHHI includes the video
stream collected by a Kinect RGB-D sensor (v.1, 30fps) placed above the head
of the robot in such a way to retrieve the body and face of the human interacting
with the robot. The dataset used in this work includes 39 videos (one for each
participants) of the first minutes of their interaction with iCub, synchronized
with the robot events logged by the Wizard-Of-Oz application used to control
the robot. The average duration of the videos was 110.1s (SD=63.9s).

3 Non-verbal Features Extraction

The use of non-verbal features has been dictated by the real world constraints in
which a robot should operate: although audio-based features can produce better
performances in laboratory setups, they are unlikely to be reliable in real life
scenarios, due to several sources of noise: environment, people talking in back-
ground, and robot itself [2]. As stated in psychological literature, Extraversion
dimension encompasses specific facets as sociability, energy, assertiveness and
excitement-seeking. Energy facet can be also an useful hint of the attitude to-
ward a robot revealing, for example, if a person feels nervous or relaxed when
she operates in front of a robot or has to share a task with it. Interpersonal
distance is mainly linked to sociability and assertiveness and it also describes
worry/relax about situations of interaction with robots. Previous studies showed
that extraverted people tends to require smaller interpersonal distance [22]. Fur-
ther, proxemics rules hold true also when one of the interactants is not a human,
therefore a low familiarity or confidence with robots (that is, a negative attitude
toward robots) results in increasing the interpersonal distance [18]. Interpersonal
synchrony is acknowledged as very relevant in early communication between hu-
mans [5], and it provides information about the quality of interaction traits
of the peers. For example, as referred in [7] “people tend to synchronise their
rhythms and movements ... within a conversation”. In HRI, it can facilitate the
natural interaction with robots with minimal cognitive load [8]. Starting from
this knowledge, the features listed below are extracted from the recorded depth
videos:

F1) Histogram of Quantity of Motion (h-QoM): Quantity of motion
is a Silhouette Motion Image (SMI)-based measure of the amount of motion de-
tected from an optical sensor like, for example, video-camera [3]. SMI (Silhouette
Motion Image) is an image carrying information about variations of the silhou-
ette shape and position in the last few frames of a video. Quantity of motion is,
basically, an approximation of the energy of the movement and it is computed



as the area (i.e. the number of pixel) of a SMI normalised over the area of the
silhouette. It is computed using the following formulas:

SMI(t, i) =

n∑
i=1

Silhouette(t− i)− Silhouette(t) (1)

QoM(t) =
Area(SMI(t, n))

Area(Silhouette(t))
(2)

where n is the number of frames used to compute the SMI, t is the time
at which the SMI and the QoM is being computed. In this work, the original
algorithm is applied, with some small changes, to the depth images provided by
the Kinect RGB-D sensor.

Fig. 3. H-QoM of two participants hav-
ing very different NEOPIR and NARS
scores. Left Panel corresponds to the
h-QoM of a participant having the
scores:NEOPIR=128 and NARSS1=11,
NARSS2=11, NARSS3=3. Right Panel
shows the hQoM of the participant having
the scores: NEOPIR=69 and NARSS1=27,
NARSS2=29,NARSS3=18.

First, the silhouette of the par-
ticipant is extracted by thresholding
the depth image in order to remove
the background. Unlike [3], the result-
ing silhouette is not binarized: this is
done in order to keep also the details
of internal motions (that is the mo-
tion occurring inside the silhouette,
e.g., shaking the hands in front of the
body) provided by the depth image.
The SMI is obtained by subtracting
the silhouette of a current frame from
that of the n last frames (here n = 3).
This image is then normalised by the
value of n. Finally, the area of the SMI
is calculated and normalised by the
area of the silhouette of the current
frame in order to define the Quantity
of Motion of the current frame. H-QoM is computed in 64 bins in order to have
a good resolution of the changes occurring in its dynamics. Figure 3 reports
two exemplary h-QoM of two participants showing very different NEO-PIR and
NARS scores.

F2-3) Histograms of Synchrony and dominance (h-Sync, h-dom):
Event Synchronisation (ES) technique is adopted to analyse synchrony and dom-
inance between the movements of the i-Cub and the participant. This choice is
mainly due to the different nature both of the two interactants (that is, a robot
and a human being). ES was originally conceived to measure synchrony and
time delay patterns between a pair of neurophysiological time-series in which
events can be identified [17]. However, it can be extended to measure synchrony
between two or more generic monovariate time-series with events [20]. In this
work, events are defined as a subset of the iCub actions and the full-body en-
ergy peaks of the participant during the interaction, respectively. The analysis
concerned only the similar actions performed by the two interactants. ES con-



sists of a couple of measures addressing “the fraction of event pairs matching in
time and how often each time series leads in these matches”, respectively [17].
The first part of this definition allowed at counting the number of actions occur-
ring quasi-simultaneously with respect to the global number of actions occurred
through the overall interaction. This count (Q in Eq. 3) is in the range [0, 1]
and expresses the overall synchrony between the two time-series. The number of
times each time-series leads the other one in these matches is here used to show
how often an action of one of the two interactants comes before the correspond-
ing action performed by the other one. This count (q in Eq. 3) is in the range
[−1, 1] and provides the direction of synchrony, that is it allow at discriminating
between causal (q = 1 or q = −1 depending on which of the two time-series
precedes the other one) or mutual (q = 0) interaction. In other words, q shows
who, by a chronemic point of view, is dominant.

Qτ =
cτ (x2|x1) + cτ (x1|x2)

√
mx1mx2

qτ =
cτ (x2|x1)− cτ (x1|x2)

√
mx1mx2

(3)

where: x2 and x1 are the two time-series of events describing the partici-
pant and the iCub, respectively; mx1 and mx2 are the suitable events occurring
at the times ti

x1 and tj
x2 (i = 1, ...,mx1

; j = 1, ...,mx2
) in the two time-series;

cτ (x1|x2) =
∑mx1
i=1

∑mx2
j=1 J

τ
ij is the the number of times an event appears in x1 af-

ter it appeared in x2; τ a time lag for which two events could be considered as syn-
chronous; with and Jτij = {1 if0 < ti

x1 − tjx2 < τ ; 1/2 ifti
x1 = tj

x2 ; 0 otherwise}.
Two different approaches are adopted to extract the events for the iCub and

the participant. For the iCub, a log-file is used to store its head/arms/hands
movements, the timestamps corresponding to the beginning of an action/command
as well as the type of actions/commands, that together define the main events.
As regards the participant, the events are defined from her QoM. First, it is
filtered by using a fifth-order Savitzky-Golay filter and a FFT is applied. Then,
the energy of the QoM is computed from its spectrum.

The first derivative of the energy is computed over a sliding window having
a size of 1s frames and a step of 33ms. Further, this derivative is weighted
frame-by-frame by the amplitude of the energy so as to amplify the fast and the
largest movements and reduce the impact of movements which can be considered
as noise. The events are extracted by applying a threshold on the amplitude of
this resulting signal. Finally, the up edges are retained as events (see Figure 4).

The frames resolved variants of Q and q are computed through each video. To
have these variants, the previous equation is modified as follows [17]: cn(x1|x2) =∑mx1
i=1

∑mx2
j=1 JijΘ(n− tix1), where Θ is the Heaviside function (i.e. Θ(x) = 0 for

x ≤ 0 ans Θ(x) = 1 for x ≥ 0) and n = 1, ..., N . Then, a sliding window is
applied to both Q and q (window size of 3s, step=1.5s), and the count of how
many times Q and q step up is done. Finally, the histograms of these countings
are built according the obtained values in the ranges of [0,max no steps up] and
[−1, 1], respectively.
F4) Standard deviation of human-robot distance (STD-d): it is com-
puted as the average of the pixels’ values of the silhouette extracted from the



Fig. 4. The different steps of the events detection from the QoM. The solid black line
stands for the QoM signal. The solid gray line corresponds to the Energy of QoM. The
dashed line is the Weighted Derivative of the Energy of QoM. The dotted line stands
for the intervals in which events have been detected.

depth image of the Kinect. Considering its position in the set-up, it is a good
approximation of the distance between the two interactants.
→ The features F1-F4 are merged into a 72-dimensional vector. The resulting
dataset included 39 instances, that is a feature vector for each participant.

4 Automated prediction of extraversion during HRI

Features extracted from interactions with the iCub built the dataset for the pre-
diction of Extraversion. The NEO-PIR scores were used as reference for labeling
the personality trait of each subject. However, in the particular context of a first
interaction with social robots, people’s behavioural response can be not only de-
termined by their personality, but also by their attitude towards robots and the
context of the interaction. In particular, due to prior experiences with robotics,
the attitude towards the robots plays a relevant role and can dramatically affect
people’s behaviour towards social robots.

To catch this phenomenon, we seek a linear combination between the scores
able to contextualise the personality information in the specific scenario of in-
teraction with social robots. This work addressed this point by relabeling the
instances of the dataset using the NEO-PIR extraversion score toghether with
NARS questionnaires results. More in the detail, a Principal Component Anal-
ysis (PCA) was carried out on a scores vector including: NEO-PIR, NARS-S1,
NARS-S2, and NARS-S3 scores, respectively. NARS-S3 is an inverse scale, so
its scores were reversed. For NEO-PIR, NARS-S1, NARS-S2, and NARS − S3
scores, the PCA’s eigenvalues were respectively 2.17, 0.85, 0.56 and 0.32, while
the PCA’s component load were 0.32, -0.56, -0.57 and 0.51. Only the first prin-
cipal component was meaningful (eigenvalue greater than 1). The loadings re-
flected how the personality scores are captured by the first principal component.
The values of the first component were quantized (High-Low) along their median
and the final labels were obtained.

The dataset resulted in a 39 (instances) x 72 (features) matrix, that is there
are more features than instances. For this reason, we decided to adopt for the



Features Precision Recall F-score

std-d, h-QoM 33% 27% 46%

std-d, h-QoM, h-dom 59% 62% 61%

std-d, h-QoM, h-sync 60% 64% 63%

std-d, h-QoM, h-sync, h-dom 64% 69% 66%

Table 1. Average Percentage of Precision, Recall and F-score

classification a Logistic Regression Classifier (LRC) [16] with penalty parameter
C = 1 and L2 norm L2. The averaged performance of the trained classifier was
assessed via a multiple-run k-fold stratified cross-validation. In this study, 10
run and 10 folds have been adopted. Table 1 summarises the performances of
the LRC, according to the different subsets of used features. The table shows
that the classification result relying on the Quantity of Movement alone on the
standard deviation of the distance, is not able to overcome the chance level.
However, classification results using also dominance and synchrony information
overtake this level. Using the whole set of features the classifier reaches the top
of the performances. Classification based exclusively on the extroversion does
not yield significant results. These results are consistent with previous studies
on prediction of Extraversion in human-human interaction only from non-verbal
movement features (e.g., [23]).

5 Conclusion and Future Works

This paper presented an automatic prediction of Extraversion personality trait
during thin slices of interaction with social robots, using non-verbal movement
features. A Logistic Regression classifier was fed with the following features: the
histogram of Quantity of Motion, the distance between human and robot, and
the histograms of synchrony and dominance. To our knowledge, this is the first
work dedicated to study thin slices of interaction with social robots, using such
kind of predictive features of personality trait. The main limitation presented
by this work can be found in the limited space of the room used for the ex-
periments, in the laboratory environment and in the quite simple actions of the
robot, that could not lead to the variability of the human behaviour as desired.
Also, a random bias towards the specific spatial configurations of human parteci-
pants could limit the effectiveness of the results presented. Thought preliminary,
despite their limitations, these encouraging results indicate the good direction
of research and good premises to improve personality prediction during HRI.
Future works will involve a wider set of features, such as people’s posture and
gaze, examining in depth their role during complex interactions as signatures of
personality traits. Moreover, the space of the parameters of the features extrac-
tion will be explored, as well as how the performances of the system will change
in time, according to the amount of data collected. The final goal is to build
an online, real-time personality recognition system that can be used by social
robots to learn a complex model of their human partners.
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