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Rotation Free Active Vision

Omar Tahri, Paolo Robuffo Giordano and Youcef Mezouar

Abstract— Incremental Structure from Motion (SfM) algo-
rithms require, in general, precise knowledge of the camera
linear and angular velocities in the camera frame for estimating
the 3D structure of the scene. Since an accurate measurement
of the camera own motion may be a non-trivial task in several
robotics applications (for instance when the camera is onboard
a UAV), we propose in this paper an active SfM scheme
fully independent from the camera angular velocity. This is
achieved by considering, as visual features, some rotational
invariants obtained from the projection of the perceived 3D
points onto a virtual unitary sphere (unified camera model).
This feature set is then exploited for designing a rotation-free
active SfM algorithm able to optimize online the direction of
the camera linear velocity for improving the convergence of
the structure estimation task. As case study, we apply our
framework to the depth estimation of a set of 3D points
and discuss several simulations and experimental results for
illustrating the approach.

I. INTRODUCTION

Structure from Motion (SfM) is a classical and well-
studied problem in computer and robot vision. One pos-
sibility is to exploit some prior knowledge of the scene
such as, for instance, the known size of the tracked objects.
Otherwise, one can exploit presence of different points of
view of the scene (with known displacement) for recov-
ering the missing 3D information. When considering the
case of a moving camera, one can often recast SfM as
an iterative/filtering problem by processing the consecutive
gathered images together with the (assumed known) camera
displacement across frames. In this context, a number of
filtering techniques have been proposed over the last years
based on, e.g., an Extended Kalman Filter in [1]–[4], or
an Unscented Kalman Filter in [5] for explicitly dealing, to
some extent, with presence of measurement noise and other
uncertainties. Other approaches have instead considered the
use of deterministic nonlinear state estimation in, e.g., [6]–
[13]. A recent experimental comparison of a EKF solution
versus a deterministic nonlinear filter in the context of SfM
for a quadrotor UAV can also be found in [14].

Whatever the adopted estimation strategy, it is well-known
that the camera motion (in particular, its translation/linear
velocity over the scene) plays a fundamental role for a
successful 3D structure estimation. Roughly speaking, the
camera motion must be ‘exciting’ enough for allowing re-
covering the scene structure: as a trivial example, the 3D
structure of a single point feature (its depth Z) cannot be
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estimated by a camera traveling along the feature projection
ray. The strong dependance of the 3D structure estimation
performance on the chosen camera trajectory has motivated
several works in the context of active vision/SFM whose
goal is to optimze (either online or offline) the camera
motion for improving the convergence rate/accuracy of the
estimated quantities. In this respect, [15] has proposed a
general framework for deterministic active SfM amenable
to a large variety of scene geometries, and with strong and
well-characterized convergence behavior for the estimation
process. The framework has then been successfully applied
to several case studies, involving SfM of some geometrical
primitives [16] and planar patches from measured image
moments [17], [18]. A possible coupling between active
SfM and realization of a visual servoing task has also been
considered in [19].

In all these works (and similar ones), an implicit re-
quirement is the possibility to measure/estimate the camera
motion (linear and angular velocity) in its own frame for then
feeding this information to the estimation scheme. While
this can be easily achieved for, e.g., eye-in-hand cameras
carried by robot manipulators fixed to the ground, some
practical difficulties can instead arise when dealing with,
e.g., cameras mounted on mobile robots (e.g., quadrotor
UAVs with onboard cameras) since obtaining a reliable
measurement/estimation of the camera motion can not be
a straightforward task. Furthermore, in all typical cases, the
accuracy in measuring the camera self-motion depends on
several calibration parameters (e.g., the eye-to-hand relative
pose) which must be obtained independently form the SfM
task. With respect to these issues, the goal of this paper is
to propose a SfM framework fully invariant to a camera
rotation in space, so that a measurement of the camera
angular velocity is no longer needed for the estimation
convergence. This is achieved by using features invariant
to rotation computed from spherical projection using the
unified model for central imaging systems [20]. The unified
model consists in modeling the imaging system by two
consecutive projections: spherical and then perspective. It
is valid for a wide range of sensors (conventional and
catadioptric cameras [20], some fisheye cameras [21]). Note
that, once the camera is calibrated (using for instance [22]),
the projection onto the sphere can be recovered for any
point in the image plane. Besides, spherical projection has
already been used to design visual servoing schemes and
pose estimation strategies with nice decoupling properties
between rotational and translational motions [23]–[27]. In
this paper, we will see how these ideas can be used to design
a fully rotation free active vision scheme.

The remaining of this paper is organized as follows:



the next section gives an overview of the active structure
from motion scheme; in Section 3, the rotation free active
vision scheme is presented; in Section 4, simulation and
experimental results are discussed.

II. ACTIVE STRUCTURE FROM MOTION
Let s ∈ Rm be the set of visual features measured on

the image plane, χ ∈ Rp the unmeasurable 3D structure of
the scene to be estimated by the SfM algorithm, and u =
(v, ω) ∈ R6 the camera linear/angular velocity expressed in
the camera frame. With these choices, one can show [16],
[28] that the SfM dynamics takes the following general form
linear w.r.t. the unknown vector χ{

ṡ = fm(s, ω) + Ω>(s, v)χ
χ̇ = fu(s, χ, u)

. (1)

System (1) possesses the following relevant properties:
• matrix Ω(s, v) ∈ Rm×p is a function of known

quantities (visual features s and camera linear velocity
v) and such that Ω(s, 0) = 0. Therefore, the camera
linear velocity plays a key role in estimating the 3D
structure of the scene, since vector χ has no effects on
the feature dynamics whenever v = 0;

• fm(s, ω) ∈ Rm is a function of known quantities
(visual features s and camera angular velocity ω);

• fu(s, χ, u) ∈ Rp represents a generic smooth de-
pendance of the time variation of the 3D structure on
the system states and inputs (its expression depends on
the particular geometry of the scene and chosen visual
features, see Sect. III-A).

Remark 2.1: We note that model (1) is specific to central
cameras since for the non central sensors the effect of angular
speed can be a function of the depth information.

Let now (ŝ, χ̂) be the estimated state and e = (ξ, z)
be the error vector where ξ = s − ŝ and z = χ − χ̂. The
following estimation scheme has been proposed in [15], [16]
for recovering the unknown χ(t) from the measured s(t) and
(assumed known) u(t){

˙̂s = fm(s, ω) + Ω>(s, v)χ̂+Hξ
˙̂χ = fu(s, χ̂, u) + αΩ(s, v)ξ

(2)

where H > 0 and α > 0 are suitable gains. By coupling
observer (2) with system (1), one obtains the following error
dynamics {

ξ̇ = −Hξ + Ω>(s, v)z

ż = −αΩ(s, v)ξ + g(e, s, u)
(3)

with g(e, t) = fu(s, χ, u)−fu(s, χ̂, u) being a vanishing
perturbation term (g(e, s, u)→ 0 as e→ 0). As discussed
in [15], the error system (3) can be proven to be locally
exponentially stable provided the p× p square matrix ΩΩ>

remains full rank during motion1. In particular, the conver-
gence rate of the estimation error z(t) is dictated by the norm
of the square matrix αΩΩ>, in particular by its smallest
eigenvalue ασ2

1 . Since σ2
1 = σ2

1(s, v), one can affect the

1This then requires presence of m ≥ p independent measurements for p
quantities to be estimated.

convergence rate of (3) by, e.g., optimizing online vector v in
order to maximize the value of σ2

1 , see [15]. This possibility
represents the active component of the SfM algorithm.

We note that the scheme (2) does not require knowledge
of ṡ (i.e., measurement of the feature velocity on the
image plane), but it includes a ‘feedback’ action on the
error ξ = s − ŝ between measured and estimated visual
features. We also note that the term fm(s,ω) depends on the
camera angular velocity, and the term fu(s, χ, u) depends
(in general) on both the linear and angular velocities. As
explained before, the linear velocity v plays a key role on
the estimation of the unmeasurable state χ (see also the next
Section). Conversely, the angular speed ω essentially acts as
a perturbation term which can be (partially) compensated for
if a measurement of ω is available (see, e.g., [16], [17]). The
goal of the next Section is to propose a SfM scheme (2)
completely invariant to the camera rotational motion by
suitably designing the visual feature vector s based on a
spherical-projection model.

III. ROTATION-FREE ACTIVE STRUCTURE FROM
MOTION

A. Choice of Visual Features

Let Xi be the coordinates of a 3D point in the camera
frame and ri = ‖Xi‖ denote its distance to the camera
center. The projection of a point onto the unit sphere is
defined by

Xsi =
Xi

ri
. (4)

Note that Xsi is a measurable quantity on the image plane.
The time variation of Xsi is given by Ẋsi = LXsi

[v, ω]>,
where LXsi

is the interaction matrix related to Xsi [29]:

LXsi =

[
−I3 +XsiX

>
si

ri
[Xsi]×

]
(5)

with I3 being the identity matrix and [Xsi]× ∈ R3×3 the
skew symmetric matrix associated to vector Xsi.

Let now cij be the dot product between two projected
points on the sphere Xsi and Xsj , i.e.,

cij =X
>
si Xsj . (6)

Obviously, cij is a measurable quantity as well. The time
derivative of cij can be obtained from Ẋsi and Ẋsj as

ċij =X
>
si Ẋsj +X

>
sj Ẋsi. (7)

By combining (7) with (5), and exploiting X>si [Xsj ]× +
X>sj [Xsj ]× = 0, one can easily see that cij is an invariant
to rotation, i.e., not affected by the angular velocity ω.
Indeed, by combining (5) and (7), we obtain:

ċij =

(
−X>sj +X>sjXsiX

>
si

ri
+
−X>si +X>siXsjX

>
sj

rj

)
v,

(8)
which shows a dependence on the sole camera linear velocity
v.



Noting that X>sjXsi =X
>
siXsj = cij , one can rewrite (8)

as

ċij =

(
−X>sj + cijX

>
si

ri
+
−X>si + cijX

>
sj

rj

)
v (9)

which can be further expanded in

ċij =
(
−X>sjv + cijX

>
siv
) 1

ri
+
(
−X>siv + cijX

>
sjv
) 1

rj
.

(10)
Note that the only unknown quantities in (10) are the two
distances from the camera center ri and rj .

Let now

χ = [χ1, ..., χp] =

[
1

r1
,

1

r2
, ...,

1

rp

]
be the 3D structure to be estimated and define

αi =X
>
siv, i = 1, ..., p

as an additional measurable quantity (assuming v is known).
Equation (10) takes the form

ċij = (−αj + cijαi)χi + (−αi + cijαj)χj . (11)

Since vector χi appears linearly in the dynamics, one can
recognize that (11) has the same structural form of the first
row of (1) but it lacks a dependence on ω.

As for vector χ, one has

χ̇i =
X>i
r3i
v =

X>si
r2i
v =X>siv χ

2
i = αi χ

2
i , (12)

thus showing that χ is invariant to rotations too. The dy-
namics (12) plays then the role of the second row of (1),
but, again, with the relevant difference of being independent
from ω.

Let us now consider the minimal case of m = 3 observed
points with p = 3 associated 3D quantities to be estimated
(availability of m ≥ p independent measurements is indeed
needed for allowing matrix ΩΩ> to have full rank, see the
previous Section): by defining

s = [c12, c13, c23]
>, χ =

[
1

r1
,

1

r2
,

1

r3

]>
,

and using (11–12), a fully rotation-independent system can
be obtained

ṡ=

[−α2 + c12α1 −α1 + c12α2 0
−α3 + c13α1 0 −α1 + c13α3

0 −α3 + c32α2 −α2 + c23α3

]
χ

=Ω>(s, v)χ

χ̇=

 α1χ
2
1

α2χ
2
2

α3χ
2
3

 = fu(s, χ, v)

. (13)

The next Section details an active strategy similar to
what proposed in [16] for optimizing the estimation of the
3D structure χ but, contrarily to [16], without requiring
knowledge of the camera rotational motion.

B. Optimization of the 3D Structure Estimation

Let UΣV > = Ω be the singular value decomposition of
matrix Ω, where Σ = [S 0], S = diag(σi) ∈ Rp×p, and
0 ≤ σ1 ≤ ... ≤ σp are the singular values of Ω. In [16], it
has been proposed to choose gain H in (2) as

H = V

[
D1 0
0 D2

]
V > (14)

with D1 ∈ Rp×p > 0, D2 ∈ R(m−p)×(m−p) > 0, and to
further design matrix D1 as a function of the singular values
of Ω by setting D1 = diag(ci), ci > 0 with ci = 2

√
ασi.

Indeed, this choice allows to impose to the estimation error
z(t) a transient behavior approximately equivalent to that of
a linear critically-damped second-order system.

Since, in our case, m = p = 3, eq. (14) reduces to
H = V D1V

>. Furthermore, as explained, the convergence
speed of z(t) is dictated by the scalar quantity ασ2

1 (with
σ2
1(s, v) being the smallest eigenvalue of ΩΩ>). Therefore,

the estimation convergence can be affected by either increas-
ing gain α or by selecting a suitable linear velocity v in order
to maximize σ2

1 . Increasing the gain α is a straightforward
possibility but at the cost of practical issues such as an
increased sensitivity to noise. On the other hand, since the
norm of ΩΩ> is highly dependent on the norm of the
linear velocity ‖v‖, the value of σ2

1 can also be increased
by traveling at larger speed for a constant α. However,
increasing ‖v‖ will also increase the traveled distance and
the overall ‘control effort’. Therefore, in this work we choose
to keep ‖v‖ at a reasonable constant value, and optimize the
direction of v in order to maximize σ2

1 . Sect. IV explains
how to achieve this take in an effective way.

IV. RESULTS

In this section, simulation results are firstly presented.
Then experimental results obtained using fisheye camera
mounted on an Afma6 robot will be discussed.

A. Simulation results

In the following simulations, a fish-eye like camera obey-
ing the unified projection model (refer to [20]) with focal
scaling factors Fx = Fy = 600 pixels, coordinates of the
principal point ux = 300 and uy = 400 pixels and distortion
parameter k = 1.6 is used to generate the image point coor-
dinates. Additionally, a Gaussian white noise with standard
deviation equal to 0.5 pixel is added to the coordinates of
each point in the image during the estimation process.

The coordinates of the three points are defined in the
camera initial frame by:

X0 =

 −0.4 0.4 0.25
0.2 −0.4 0.4
1 1 0.8

 (15)

We now discuss how to implement the optimization of the
SfM scheme in our particular case.



1) Maximizing the smallest singular value of ΩΩ>:
As previously discussed, the smallest singular value of
ΩΩ> could be increased by traveling faster in order to
increase the convergence rate of the estimation error z(t).
In the following we instead keep a constant ‖v‖ and
just optimize the direction of v. For this purpose, let us
define the linear velocity using spherical angles by v =
‖v‖[cos(φ)cos(θ) cos(φ)sin(θ) sin(φ)]. Therefore, since
σ2
1 = σ2

1(s, v) and ‖v‖ = const, maximization of σ2
1

reduces to a two dimensional optimization problem of the
angles φ and θ for a given (measured) vector s.

Since matrix ΩΩ> changes w.r.t. the camera poses, the
multiplicity of σ2

1 can vary during motion making a gradient-
based optimization ill-conditioned in practice (because of the
difficulties in evaluating derivatives of an eigenvalue when
close to be repeated, see [30] for a discussion).

Let us consider the case of the three points defined in
the camera frame by (15). Figure 2.a shows in color map
the values of the smallest singular value σ2

1 as a function
of the direction of the linear speed. The points in red
are the location on the sphere of the three tracked points.
These results are obtained for the linear direction over a
hemisphere, the results for the second part are perfectly
symmetrical (since matrix ΩΩ> is unaffected by replacing
‖v‖ with −‖v‖).

From Fig. 1 it can be seen that the optimization problem
has several maxima. It can be further possible to prove that
the optimal directions of the linear speed are invariant to
rotations. Indeed, let us consider a set of points in 3D X ′

and X expressed in two camera poses (denoted by pose 1
and 2) and linked by a rotational motion R. In this case, we
have X ′ = R X and using (4) it can be shown that for the
corresponding projection points on the sphere, we also have
X ′s = R Xs. From this, firstly, invariance to rotations of
the inner products between projected points on the sphere is
confirmed again since c′ij = X ′>si X

′
sj = X>siR

>RXsj =
cij . Secondly, for any value of v in the camera pose 1, if the
linear velocity for the second pose v′ is defined by v′ = R v,
then we obtain α′i =X

′>
si v
′ =X>siR

>Rv = αi. Since Ω is
nothing but a function of cij and αi, one can conclude that
rotational motions do not change the optimal directions with
respect to the 3D points. This will also be confirmed by the
next results.

In the following, the direction of the linear speed max-
imizing σ2

1 is obtained as follows: the optimal direction is
initialized by evaluating σ2

1 over a regular grid on φ and
θ defining a hemisphere as the one shown on Fig. 1. The
values of φ and θ corresponding to a maximum for σ2

1 are
chosen as an initialization for a stepest-descent like method
that keeps track of the optimal direction during the camera
motion.

2) Estimation results obtained by maximizing the smallest
singular value of ΩΩ>: in the first simulations, the depth
information is initialized as follows χ̂1 = χ1 + 0.5, χ̂2 =
χ2−0.5, χ̂3 = χ3−0.5. Two cases has been considered: in
the first case a pure translational motion is realized, and in
the second case both translations and rotations are involved.
In both cases, the linear velocity follows the direction

maximizing σ1 with a constant norm ‖v‖ = 0.05 m/s. In
the second case, a uniform angular velocity with norm ω =
2.5 deg/s around a randomly generated axis is also added.
The behaviors of the estimated χ is depicted in Figs. 2.a
and 2.b for the two considered cases. From the plots, it can be
noticed how the estimated χ̂(t) correctly converges towards
χ(t), and also how the estimation transient is almost identical
in both cases despite the presence of a non-zero rotational
motion in the second case. This can also be again verified by
looking at the estimation error z(t) = χ(t)− ˆχ(t) in Figs. 2.c
and 2.d. Finally, the values of σ1(t) during the camera motion
are depicted on Figs. 2.c and 2.d. From these plots, one
can again verify the approximately identical behavior of
the smallest singular values σ2(t) in the two cases (pure
translation, or concurrent translation and rotation).

In the second simulation, the behavior of the estimation
scheme (2) is verified using a different initialization χ̂1 =
χ1 − 0.6, χ̂2 = χ2 + 0.5, χ̂3 = χ3 − 0.4. The obtained
results are reported on Fig. 3: Figs. 3.a and 3.b show the
behavior of χ̂(t) with respect to χ̂(t), while Figs. 3.c
and 3.d show the estimation errors z(t) = χ(t) − χ̂(t).
From the obtained plots, one can conclude the soundness of
the reported theoretical analysis as the proposed framework
clearly results invariant to rotations.

B. Experimental results

In this section, we detail experiments obtained with a fish-
eye camera mounted on the end-effector of an AFMA 6 robot
and the Visp software library [31] for image processing.
The camera parameters are: focal scaling factors Fx =
716.09, Fy = 715.31 pixels, principal point ux = 304.45
and uy = 396.83 pixels and distortion parameter k = 1.71.
Similarly to simulations, we will compare the behavior of
the observer (2) in case of a pure translation to the case
of a generic camera motion involving both translations and
rotations.

Figure 4 shows the value of σ1 in color map as a function
of the direction of the linear velocity over a hemisphere.
The points in red on the same figure represent the projected
points on the unitary sphere for the camera initial pose.
As in the simulation results, it can be seen that several
directions of the linear velocity v allow to maximize the
smallest singular value σ1. In our experiment, from the
values of σ1 over the grid on φ and θ, we chose the direction
corresponding to the global maximum as initialization for
v. Then, during the camera motion, this optimal direction
is tracked iteratively starting from the previous direction to
initialize the optimization procedure. The norm of the linear
velocity is chosen as ‖v‖ = 0.02 m/s during the experiments
and when a generic motion is considered the angular velocity
is setup to ω = [0 − 1 1.5] degrees/s.

The obtained behaviors of the estimated depth informa-
tions are depicted on Figure 5. The results shown on Fig. 5.a
are obtained using (16) to initialize the depth information.
From the plots, it can be seen the almost identical behaviors
in the case of pure translation and in the case of a general
motion. Figure 5.b depicts the results obtained using (17)
to initialize the depth information. Once again we note



that the behavior of the observer is rotation invariant. In
addition, the plots on Figure 5.c show that the observer has
converged to the same values for different initializations.
Finally, the invariance to rotations is also confirmed by the
plots depicting σ1 during the estimation (refer to Fig. 5.d).

χ̂1 = 1, χ̂2 = 1.5, χ̂3 = 0.8 (16)

χ̂1 = 0.3, χ̂2 = .5, χ̂3 = 1.5 (17)

Fig. 1. Simulation results 1: σ1 as function of the direction of v

V. CONCLUSION AND PERSPECTIVES

This paper has proposed a rotation-free active SfM strat-
egy. More precisely, we have discussed a new estimation
scheme fully invariant to the camera angular velocity for
recovering the 3D structure of the scene. Thanks to this
possibility, one is freed from the need of obtaining precise
measurements/estimations of the camera angular which can
be corrupted by miscalibration errors, noise or biases (e.g.,
cameras mounted on a UAV). Simulation and experimental
results have shown the effectiveness of the proposed ap-
proach. The proposed observer exhibits similar performances
whatever the angular velocities of the camera as expected.
Future works will be devoted to extend our active rotation-
free SfM scheme to features computed directly from photo-
metric data.
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