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Abstract

This paper addresses the mobile targets covering problem by using unmanned aerial
vehicles (UAVs). It is assumed that each UAV has a limited initial energy and the energy
consumption is related to the UAV’s altitude. Indeed, the higher the altitude, the larger
the monitored area and the higher the energy consumption. When an UAV runs out of
battery, it is replaced by a new one. The aim is to locate UAVs in order to cover the piece
of plane in which the target moves by using a minimum number of UAVs. Each target has
to be monitored for each instant time. The problem under consideration is mathematically
represented by defining mixed integer non-linear optimization models. Heuristic procedures
are defined and they are based on restricted mixed integer programming (MIP) formulation of
the problem. A computational study is carried out to assess the behaviour of the proposed
models and MIP-based heuristics. A comparison in terms of efficiency and effectiveness
among models and heuristics is carried out.

Keywords: targets tracking; unmanned aerial vehicles; non-linear programming; matheuris-
tic.

1 Introduction

Emerging pervasive application systems, such as observation and tracking of unknown objects,
will face a number of challenges, including the need to operate in extreme and unknown envi-
ronments. Examples of applications, arising in these environments, include emergency response
and disaster recovery, environmental monitoring and vehicular networks.

In this paper, we consider the specific scenario where targets (points that have to be moni-
tored such as vehicles, animals, humans) are mobile and little a-priori information about their
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mobility is known. It is then critical to design efficient algorithms and schemes to support perva-
sive, “any time, any place” services and coverage in these highly mobile environments, prone to
time and space evolution. This represents a fairly complex point of interest in coverage problems
and constitutes the main focus of this paper.

In particular, we handle the optimal deployment of unmanned aerial vehicles (UAVs) to cover
a set of targets. Our aim is to ensure that each mobile target is covered by at least one UAV.
We also add another dimension in our problem, that is, each UAV can change its observation
(coverage) radius, depending on its altitude that allows it to cover more or less targets. In
addition, it is assumed that the energy consumed by each UAV is related to its altitude and
when an UAV runs out of battery, it is replaced by a new one. Our objective is to minimize the
number of used UAVs to cover all the targets. The number of UAVs depends on the number of
targets, their dispersion, their movement but also on the energy consumed by each UAV. To the
best of our knowledge, this is one of the first papers that specifically deals with energy efficiency
and mobile target tracking in the context of UAVs.

In the application under consideration, it is important to improve the reliability of the
system by providing the most appropriate and up to date information, at the lowest cost (i.e.,
minimizing the number of UAVs).

A simplified version of the considered problem has been addressed by the same authors in
[29], where it is assumed that an infinite number of UAVs is available and when an UAV moves
to another position, it is replaced by another one. In [29], the objective is to minimize the total
energy consumption. In this paper, we handle a more realistic aspect of the problem under study.
Indeed, we assume that the initial energy of each UAV is not enough for monitoring the targets
and we model the possibility of substituting an UAV that runs out of battery with another
one, by introducing non-linear constraints in the mathematical formulation. We consider two
different situations: a) an UAV is replaced by another flying drone with the same initial energy;
b) an UAV with a different initial energy is used. The introduction of non-linear restrictions
makes the resulting optimization models (mixed integer non-linear programs) more complex
than the one presented in [29].

It is worth observing that this work has the aspiration to provide a new starting point on
the field of mobile targets tracking problem with UAVs. Indeed, we introduce the problem, give
mathematical formulations and show that the problem is very hard to solve under optimization
perspective. As highlighted hereafter, simulations and heuristic procedures are mandatory for
addressing the problem under study.

The remainder of the paper is organized as follows. In section 2, we discuss the related works.
Section 3 introduces the optimization models, whereas the proposed heuristics are presented in
section 4. Section 5 is devoted to the presentation of the computational results collected to
assess the behavior of the proposed models and heuristics in terms of correctness and efficiency.
A detailed accounting of the numerical results is reported in the appendix. The paper ends with
some conclusions given in section 6.
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2 Related Work

Target detection and UAVs cooperation have been studied by many different viewpoints. Re-
viewing the corresponding scientific literature, one could divide the research contributions in
two main groups. The former includes papers that are related to the computation of an optimal
trajectory, along which a number of tasks must be carried out; the latter includes works where
UAVs are used to maximize the coverage of either an area or specific targets.

The objectives may vary depending on the characteristics of the application (i.e., knowledge
of the position of the targets, number of robots, full or partial coverage of the area). However,
most of the scientific contributions deal with the minimization of a single criterion such as (a)
the average time between the appearance of an event and the time in which the UAVs complete
the coverage task [10], (b) the total length of the trajectory [4], and (c) the service cost [22].

In many cases, the optimal trajectory planning problems are mathematically represented as
dynamic vehicle routing models. In the classical vehicle routing problems, the position of the
targets is advertised to the vehicles. However, in many real applications this information is not
known and, thus, the UAVs must be equipped with search or patrol capabilities [5]. In [6], an
automated surveillance system for tracking multiple mobile ground targets is proposed. The
objective of the approach is to find the position of the targets and minimize the total energy
cost. Works related to task allocation and trajectory planning are also presented in [1, 20, 26].

Apart from the problems where the UAVs are scheduled to follow a trajectory with a min-
imum cost, a relevant part of the published papers is dedicated to coverage requirements and
mainly to how well targets can be tracked by sensors (e.g cameras) attached to the UAVs. In
[12] an algorithm to cooperatively track a moving target by several UAVs is proposed. The ob-
jective is to keep the target in the sight of the cameras from different angles, by ensuring a low
computation complexity. A multi-criteria version of the problem, in which the total distances
traveled by the UAVs, the customer satisfaction and the number of used UAVs are considered
simultaneously, has been addressed in [9]. In [21] a similar problem is considered where a group
of UAVs detects the position of targets using sensors located on the vehicles. Real vision-based
UAV navigation and guidance systems are presented in [3, 24]. Detection problems are also
studied in [23, 28].

Communication between UAVs can improve the location estimation of mobile targets and
the robustness of the system [18]. In [19], a team of UAVs has been used to simulate a cooper-
ative moving target engagement scenario, with the team acting as a sensor and communication
network to cooperatively track and attack moving ground targets. Cooperative search and cov-
erage is the objective of [14, 15, 17]. Algorithms are proposed to decide the area to segments
and vehicles are used to cooperatively monitor the segments.

Despite the recent extensive research work on target tracking and UAV cooperation, energy
efficiency is not well studied. Only a few scientific works are more focused on the computation
of energy efficient trajectories [11, 16] rather than on the target-following problem where UAVs
follow the targets as long as they are in their field of vision.
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3 Mathematical Formulation

The mobile targets covering problem, addressed in this paper, can be defined as follows. We
assume the availability of a set of UAVs that are equipped with a camera to detect and follow
mobile targets.

A little a-priori information about the position of the targets and their mobility is known.
In order to model the problem, we consider a possible scenario in which it is assumed that
an estimate of the position of each target is available for each instant time. The scenario is
generated by taking into account the available information. Thus, the proposed mathematical
model provides a solution to a simplified version of the problem that can be used as starting
point in order to plan the displacement of the UAVs and their number. In a real application,
the solution provided by the model can be adjusted whenever the real position of some targets
differs from that of the scenario considered.

The camera has a maximum vision angle and a maximum range beyond which the robot
cannot accurately detect the targets. The detection area of each UAV is circular. Each UAV has
a limited initial energy and it is replaced by another flying drone, when it runs out of energy.
The UAVs can fly at different altitude, providing different observation radius. The higher a
UAV flies, the more energy it consumes. The objective is to constantly cover all the targets
while minimizing the number of used UAVs.

In order to describe the proposed mathematical models, it is useful to introduce the following
notations. Let L be the set of available UAVs and ∆ be the set of targets that have to be
monitored. Each target δ ∈ ∆ can move in any direction in two dimensional space (i.e., in the
X–Y plane) and the position of δ is represented by the coordinates (Xδ, Yδ). A time windows
[tδmin, t

δ
max] is associated with each target δ ∈ ∆. This means that the target δ, initially located at

the point of coordinates (Xδ, Yδ) must be observed in the time range defined by the corresponding
time window.

In order to represent the movement, target δ is replaced with |C| copies. A time window is
associated with each copy δj , j = 1, . . . |C| of target δ. In particular, [tδmin, t

δ
min + τ ] is the time

window associated with the first copy of δ, whereas the time window associated with the copy

δj+1, j = 1, . . . , |C|, is defined as [t
δj
max, t

δj
max + τ ]. Of course, if the computed time window for

the last copy of the target δ exceeds the given value tδmax, that is, the condition t
δ|C|
max > tδmax is

verified, then t
δ|C|
max = tδmax. The target and its copies are stored in the set ∆̇.

Each UAV l ∈ L can be located in a 3-dimensional space and (i, j, k) represents its position,
where i and j are the component on the X–Y plane, while k is the altitude. UAV l has a visibility
represented by a circle in the plane with radius rkl . The higher the value of k, the longer the
radius. In addition, each UAV l ∈ L consumes El = (β + αk)t + Pmax(k/s) energy, where
β is the minimum power needed to hover just over the ground (when altitude is almost zero)
and α is a motor speed multiplier. Both β and α depend on the weight and motor/propeller
characteristics. Pmax is the maximum power of the motor, s is the speed, t is the operating time
and the target l has an initial energy equals to ElI . The term Pmax(k/s) refers to the power
consumption needed to lift to height k with speed s. According to our own measurements with
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mobile robots and drone manufacturers specifications, we presume that this power consumption
model is not far from the reality. For more details on the proposed energy consumption model,
the reader is referred to [27].

We define as Dl
δ the projection on the X–Y plane of the distance between the UAV l,

positioned at coordinates (i, j, k), and the target δ, that is, Dl
δ =

√
(Xδ − i)2 + (Yδ − j)2.

In order to present the mathematical formulation of the problem at hand, we introduce the
binary variable xlijk that takes the value of 1 if the UAV l is located in position (i, j, k), 0

otherwise; the binary variable ylδ that takes value equal to 1 if the target δ is observed by the
UAV l, 0 otherwise.

In the first formulation of the problem, we assume that each UAV l ∈ L can be replaced
by an identical one, that is, with the same radius of visibility and the same initial energy. Let
γl be the decision variable that indicates the number of UAVs that replace l plus l itself, that
are needed to monitor at least one target. Let tlstart and tlend be the initial and final time of
observation of such UAVs, respectively.

The objective is to monitor all targets δ ∈ ∆̇ for tδmax − tδmin units of time and the total
number of UAVs is minimized. The problem can be mathematically formulated by the mixed
integer non-linear program (1) – (9) below.

min
∑
l∈L

γl (1)

s.t. ∑
(i,j,k)∈R3

xlijk ≤ 1 ∀l ∈ L, (2)

ylδ ≤
∑

(i,j,k)∈R3

xlijk

(
rkl
Dl
δ

)
∀l ∈ L, δ ∈ ∆̇, (3)

∑
l∈L

ylδ ≥ 1 ∀δ ∈ ∆̇, (4)

tlstart ≤ tδminylδ +M
(

1− ylδ
)
∀l ∈ L, δ ∈ ∆̇, (5)

tlstart ≤
∑
δ∈∆̇

tδminy
l
δ ∀l ∈ L, (6)

tlend ≥ tδmaxylδ ∀l ∈ L, δ ∈ ∆̇, (7)

γl ≥
1

ElI

β + α
∑

(i,j,k)∈R3

kxlijk

(tlend − tlstart)+
Pmax
s

∑
(i,j,k)∈R3

kxlijk

 ∀l ∈ L, (8)

xlijk ∈ {0, 1}, ∀(i, j, k) ∈ R3, l ∈ L; ylδ ∈ {0, 1}, ∀δ ∈ ∆̇, l ∈ L;

tlstart, t
l
end ∈ R, γl ∈ N,∀l ∈ L. (9)
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Equation (1) means that the total number of UAVs must be minimized. Equations (2) ensure
that the UAV l is located in at most one position. Equations (3) define the value of variables ylδ.
In particular, if the radius is less than the distance, then ylδ takes value equals to 0, otherwise,
the variable can assume values equals to 0 or 1. Constraints (4) ensure that each target is
observed by at least one UAV. Equations (5), (6) and (7) define the initial and final time of
observation of UAV l, respectively, where M = maxδ∈∆̇{t

δ
min}. Constraints (8) set the variables

γl equal to the number of UAVs that replace l plus l itself. Equations (9) define the domain of
the decision variables.

It is possible to consider also the case in which the UAV can be replaced by other one, with
different characteristic in terms of initial energy. In this respect, we consider several types of
UAVs. In order to give the mathematical formulation of this second version of the problem,
let O be the set of all available UAV’s typologies. Each typology has a different initial energy
denoted by EoI .

We define the variable ulo ∈ Z that counts the number of UAVs of type o ∈ O that replaces
the UAV l ∈ L. The mixed integer non-linear model (10) – (18) represents this second version
of the problem.

min
∑

(i,j,k)∈R3

∑
l∈L

xlijk +
∑
o∈O

∑
l∈L

ul0 (10)

s.t. ∑
(i,j,k)∈R3

xlijk ≤ 1 ∀l ∈ L, (11)

ylδ ≤
∑

(i,j,k)∈R3

xlijk

(
rkl
Dl
δ

)
∀l ∈ L, δ ∈ ∆̇, (12)

∑
l∈L

ylδ ≥ 1 ∀δ ∈ ∆̇, (13)

tlstart ≤ tδminylδ +M
(

1− ylδ
)
∀l ∈ L, δ ∈ ∆̇, (14)

tlstart ≤
∑
δ∈∆̇

tδminy
l
δ ∀l ∈ L, (15)

tlend ≥ tδmaxylδ ∀l ∈ L, δ ∈ ∆̇, (16)∑
o∈O

EoIu
l
o ≥

β + α
∑

(i,j,k)∈R3

kxlijk

(tlend − tlstart)+
Pmax
s

∑
(i,j,k)∈R3

kxlijk − ElI

∀l ∈ L, (17)

xlijk ∈ {0, 1}, ∀(i, j, k) ∈ R3, l ∈ L; ylδ ∈ {0, 1}, ∀δ ∈ ∆̇, l ∈ L;

tlstart, t
l
end,∈ R, ∀l ∈ L;ulo ∈ Z, ∀l ∈ L, o ∈ O. (18)
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The objective function (10) counts the total number of UAVs that are used for monitoring
the targets. Constraints (17) define the number of UAVs of type o required to cover all targets
δ originally monitored by l. This model provides the position of each UAV l and the targets δ
that are covered by the UAVs. In addition, the model gives the type and the number of UAVs
that replace each UAV l, when it runs out of battery. The objective is to minimize the total
number of active UAVs.

Minimizing the number of activated UAVs implied that the chosen typology is that with
the highest initial energy. Indeed, given an energy consumption, the higher EoI , the lower the
number of UAVs of typology o needed to cover the monitored targets. An interesting variant
of model (10) – (18) considers activation cost associated with each typology o ∈ O. The higher
the initial energy, the higher the activation cost. Let co be the cost for activating the UAVs of
typology o ∈ O, the objective function (10) assumes the following form∑

o∈O

∑
l∈L

cou
l
o. (19)

Both model (1) – (9) and (10) – (18) presents non-linear constraints related to the energy
consumption. In particular, the term

∑
(i,j,k)∈R3 kxlijk

(
tlend − tlstart

)
in constraints (8) and (17)

makes the models mixed integer non-linear formulations. The problems can be linearized intro-
ducing variables slijk and elijk and the following constraints

slijk ≤ tlstart, ∀(i, j, k) ∈ R3, l ∈ L, (20)

slijk ≤Mxlijk, ∀(i, j, k) ∈ R3, l ∈ L, (21)

slijk ≥ tlstart +M
(
xlijk − 1

)
, ∀(i, j, k) ∈ R3, l ∈ L, (22)

elijk ≤ tlend, ∀(i, j, k) ∈ R3, l ∈ L, (23)

elijk ≤M1x
l
ijk, ∀(i, j, k) ∈ R3, l ∈ L, (24)

elijk ≥ tlend +M1

(
xlijk − 1

)
, ∀(i, j, k) ∈ R3, l ∈ L, (25)

where M1 = maxδ∈∆̇{t
δ
max}. Using variables slijk and elijk, the energy consumption El =(

β + α
∑

(i,j,k)∈R3 kxlijk

) (
tlend − tlstart

)
+ Pmax

v

∑
(i,j,k)∈R3 kxlijk , for each UAV l ∈ L is linearized

and takes the following form

El = β
(
tlend − tlstart

)
+ α

 ∑
(i,j,k)∈R3

kelijk −
∑

(i,j,k)∈R3

kslijk

+
Pmax
v

∑
(i,j,k)∈R3

kxlijk. (26)
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It is worth observing that the LP-relaxations of the above formulations can be strengthened
by adding the following (redundant) constraints.

tlend ≤ max
δ∈∆̇
{tδmax}, ∀l ∈ L, (27)

tlstart ≤ tlend, ∀l ∈ L, (28)∑
(i,j,k)∈R3

∑
l∈L

xlijk ≤ |∆̇|, (29)

∑
l∈L

∑
k∈R

xlijk ≤ 1, ∀(i, j) ∈ R2, (30)∑
δ∈∆̇

∑
l∈L

ylδ ≥ |∆̇|, (31)

∑
l∈L

xlijk ≤ 1, ∀(i, j, k) ∈ R3. (32)

Indeed, during the computational phase we have observed that the computational time and
the number of iterations performed by the solver are drastically reduced when constraints (27)
– (32) are considered. This behaviour is related to the fact that better bounds are available at
each node of the branch-and-bound procedure.

4 MIP-based Heuristic

The proposed models are very hard to solve to optimality due to the high computational com-
plexity (see Section 5). For this reason, heuristic procedure is mandatory in order to obtain
satisfactory solution within a reasonable amount of time.

In this Section, we present a MIP-based heuristic. The proposed solution strategy is an
iterative procedure, whose main idea is to consider, at each step, a subset of targets to be
monitored, which is enlarged at each iteration. The subproblems are easier to solve than the
entire problem and the solution obtained at some iteration is built by considering the decisions
taken in the previous ones.

The proposed heuristic procedure iteratively solves restricted MIP problems. In particular,
we consider a partition of the set ∆̇ in N subsets ∆̇n, such that

⋃N
n=1 ∆̇n = ∆̇ and

⋂N
n=1 ∆̇n = ∅.

The MIP-based heuristic solves the problems (1) – (9) and (10) – (18) at each iteration n,
considering the set ∆̇n and taking into account the solution determined in the previous iteration.

Let (l, i, j, k)n be the tuples indicating that UAV l has been allocated in position (i, j, k) at
iteration n = 1, . . . , N . The heuristic solves the problems (1) – (9) and (10) – (18) with the
following constraints.
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xlijk = 1, ∀(l, i, j, k)n, (33)

tlstart ≤ t̄
l,n
start ∀l : ∃(l, i, j, k)n, (34)

tlend ≥ t̄
l,n
end ∀l : ∃(l, i, j, k)n, (35)

where the parameters t̄l,nstart and t̄l,nend are the values of variables tlstart and tlend , respectively, at
iteration n. Constraints (6) and (15) are modified in order to take into account the solution of
the previous iterations as follows

tlstart ≤
∑

δ∈∆̇n+1

tδminy
l
δ + min

h=1,...,n
t̄l,hstart ∀l ∈ L. (36)

For each iteration n = 2, . . . , N , variables x for which the UAV l has been located at position
(i, j, k) in iteration n − 1 are fixed (see equation (33)). In addition, the time of observation of
UAV l is taken into account by adding constraints (34) – (35).

The effectiveness of the proposed heuristic is related to the structure of subsets ∆̇n. Indeed,
these subsets define the order in which the targets are processed. Several rules can be applied to
construct ∆̇n, n = 1, . . . , N . In this paper, we consider five versions of the MIP-based heuristic
considering five different structures of ∆̇n, n = 1, . . . , N , described in the following.

1. Each subset ∆̇n contains a target and its copies.

2. The targets are ordered in non-decreasing euclidean distance from a chosen initial target.

3. The targets are ordered in non-increasing width of the associated time windows.

4. The targets are ordered in non-decreasing width of the associated time windows.

5. The targets are ordered in non-decreasing values of tδmin.

For the versions 2 – 5, each subset n = 1, . . . , N − 1 contains g targets, whereas |∆̇N | =
|∆̇| − g × (N − 1).

Example 1. Let us consider the scenario in Table 1 when solving model (1)–(9).

Target δ A B C D E F

Xδ 3 2 4 8 6 7
Yδ 2 8 3 4 8 11
tδmin 0 0 6 15 16 20
tδmax 20 19 8 20 17 22

Table 1: Information about the targets to be monitored.
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The set of available UAVs L is composed of 6 elements (in the worst case the targets are
monitored by different UAVs). Each UAV can be located at two altitude k1 and k2 with radius
equal to 2 and 4, respectively. We partition the set ∆ applying the strategy 5 and letting g = 2.
In particular, ∆̇1 = {A,B}, ∆̇2 = {C,D}, and ∆̇3 = {E,F}.

Table 2 shows, for each iteration, the coordinates in which UAV l is located, the values of
t̄l,nstart t̄

l,n
end and the targets monitored by l.

iteration

l 1 2 3

1

(i, j, k) (2, 5, k2) (2, 5, k2)

t̄1,nstart 0 0

t̄1,nend 20 20
δ A, B C

2

(i, j, k) (8, 4, k1)

t̄2,nstart 15

t̄2,nend 20
δ D

3

(i, j, k) (6, 10, k1)

t̄3,nstart 16

t̄3,nend 22
δ E, F

Table 2: Results obtained by the proposed heuristic when solving the problem of Table 1.

At the first iteration, model (1)–(9) is solved considering only targets A and B, that is, the
set ∆̇1. The solution is shown in Figure 1(a) where the UAV 1 is activated. In particular, UAV
1 is located at coordinate (2, 5, k2) and it is active from the instant time 0 to 20 (see the column
referred to the first iteration of Table 2).

At the second iteration, UAV 1 covers also the new target C. The time of observation remain
unchanged (second column of Table 2). For the target D, UAV 2 has to be activated (see Figure
1(b)) in position (8, 4, k1) from the instant time 15 to 20. When targets D and F are considered,
none UAVs 1 and 2 are able to monitor them, thus, a new drone, UAV 3 is used from the instant
time 16 to 22 and its position is (6, 10, k1) (see the third column of Table 2). Figure 1(c) shows
the deployment of the UAVs considering the data of Table 1 obtained with the proposed heuristic.

It is worth observing that the proposed heuristic can be adopted to solve the on-line version
of the probelm. In other words, the position of the targets is not known in advance rather
this information is available whenever the real position is detected. Starting from the known
positions, the displacement of the UAVs is determined. When a new position is available, a new
subproblem is solved by considering the current knowledge on the targets mobility.
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A

B

1

(a) Deployment of UAVs for ∆̇1

A

B

C

D

1

2

(b) Deployment of UAVs for ∆̇2

A

B

C

D

E

F

1

3

2

(c) Deployment of UAVs for ∆̇3

Figure 1: The positions of the UAVs computed at each iteration of the heuristic.

5 Computational Results

The linearized models (1) – (9) and (10) – (18) and the MIP-based heuristics have been im-
plemented in Java language and the mathematical formulations have been solved using Cplex
12.5.1. It is worth observing that in both models and MIP-based heuristics, constraints (27) –
(32) have been considered.

The implemented models are referred in the sequel as M1, M2, and Mc. In particular, M1 is
model (1) – (9), M2 refers to model (10) – (18), Mc is the model (10) – (18) with the cost–based
objective function (19).

We refer to MH v
1, MH v

2, and MH v
c , to indicate the MIP-based heuristics which solve model

M1, M2, and Mc, respectively, considering the version v = 1, . . . , 5 defined in section 4 that
differ on how the targets are processed. The parameter g is set equal to two and it is the best
trade-off between efficiency and effectiveness for the instances considered here.

The computational results are collected on an Intel(R) Core(TM) i7 CPU M 620, 2.67 GHz,
4 GB RAM machine, under Microsoft windows 7 operation system.

5.1 Test Instances

We have considered a 100× 100 plane and three different altitudes k ∈ {1, 5, 10}. We generate
three discretizations of the plane. In particular, the parameter d is used to define the number
of points in the plane in which an UAV can be placed. Given a value for d, each UAV could be
located in one of the

(
100
d + 1

)
×
(

100
d + 1

)
×k positions. In our experiments, we set d = 20, 10, 5.

Three different values of initial energy have been considered, that is, ElI = {300, 600, 900}.
Considering model M2 and Mc, two typologies of UAVs have been taken into account, they are
characterized by initial energy EoI = {400, 700} and cost co = {1, 3}. The parameters used to
define the energy consumption are set to α = 1, β = 30, Pmax = 85 and s = 2.

The number of targets |∆̇| belongs to the set {10, 15, 20, 25, 30}. It is worth observing that we
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have considered only one copy for each target, thus, |∆| ∈ {5, 8, 10, 13, 15}. The time windows
[tδmin, t

δ
max] are defined by randomly choosing tδmin and tδmax − tδmin. In particular, the initial of

the time window and its width are set equal to values belonging to uniform distributions [0, 10]
and [0, 20], respectively.

A total of 45 instances are generated. The characteristics of each instance in terms of ∆̇,
ElI , and d are highlighted in Table 3.

∆̇ 10 15 20 25 30

El
I 300 600 900 300 600 900 300 600 900 300 600 900 300 600 900

d
20 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
5 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45

Table 3: Id of the instances with the associated characteristics.

They have been preprocessed in order to remove those coordinates (i, j, k), such that each
target can not be covered by any UAV located in (i, j, k).

5.2 Numerical Results

The numerical results are collected in Table A.1 – A.4 of the appendix. The Tables report
the value of the objective function (#UAVs for M1 and M2, cost for Mc), the execution time
in seconds (time) and the total energy consumption (energy), that is, the sum of the energy
consumed by each activated UAV. It is worth observing that a time limit of 2 hours is imposed
for M1, M2, and Mc. This case is highlighted under column time of Table A.1 of the Appendix
with the entry TL.

The performance of the MIP-based heuristics is evaluated by considering the GAP calculated
as (f(MH ) − f(M))/f(M), where f(MH ) is the value of the solution determined by MH and
f(M) is the value of objective function obtained by solving the models; the speed-up defined
as the execution time of the models over that of MH s; and we also evaluate and compare the
energy consumption for the solutions provided by the models and that related to the MIP-based
heuristics (ENG in the following Tables).

Results for M1 Table 4 shows the average performance of the model M1 and the MIP-based
heuristics. It is worth observing that we consider all the instances, also those for which model
M1 does not provide the optimal solution within the time limit.

The results underline that, on average, the MIP-based heuristics are more efficient than
solving M1. In particular, MH s are 25.34 times faster than M1. The gain in terms of efficiency
is paid by the effectiveness. However, the upper bounds provided by MH s are higher than the
optimal solution of a factor of 0.25 (see column GAP).

Over all, we can conclude that the trade-off between speed-up and GAP is satisfactory.
Indeed, we compare the performances of M1 and MH v

1 in terms of both #UAV s and time
for each instance (see Figure 2). It is worth observing that #UAV s and time shown for the
MIP-heuristics are those associated with the best #UAV s among all the strategies v = 1, . . . , 5.
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#UAVs time energy GAP speed up ENG

M1 21.18 5548.69 9570.58
MH 1

1 27.16 198.56 10780.32 0.28 27.94 1.13
MH 2

1 25.73 186.22 10274.27 0.22 29.80 1.07
MH 3

1 27.00 244.19 10655.38 0.27 22.72 1.11
MH 4

1 27.09 132.73 10552.74 0.28 41.80 1.10
MH 5

1 25.49 332.90 9997.82 0.20 16.67 1.04

AVG MH 26.49 218.92 10452.11 0.25 25.35 1.09

Table 4: Average computational results obtained with M1 and the associated MIP-based heuris-
tics.

From Figure 2 it is evident the advantage of solving all the instances with the proposed
MHv

1 . Indeed, the majority of the instances (35 out of 45) are not solved within the time limit
by M1. The gap between M1 and MHv

1 in term of computational cost is not comparable with
the gap associated with the objective function.

Table 5 shows the average results over the 10 instances out of 45 solved within the time limit
to optimality.

#UAVs time energy GAP speed up ENG

M1 14.91 444.66 7749.91
MH 1

1 18.00 4.96 8210.27 0.21 89.63 1.06
MH 2

1 17.45 4.80 8190.14 0.17 92.71 1.06
MH 3

1 18.27 5.03 8306.82 0.23 88.37 1.07
MH 4

1 17.64 3.96 7838.77 0.18 112.22 1.01
MH 5

1 16.91 4.49 7677.95 0.13 98.97 0.99

AVG MH 17.65 4.65 8044.79 0.18 95.65 1.04

Table 5: Average computational results over the instances solved before the time limit.

The speed-up increases, indeed, MH s are, on average, 93.65 times faster than M1. The GAP
is improved to 0.18, on average. Figure 3 highlights the difference in terms of effectiveness and
efficiency between M1 and MH 1 on the instances solved to optimality by M1.

From Tables 4 and 5 we observe that MH 5
1 shows the best performance in terms of effective-

ness. Indeed, the GAP is 0.20 and 0.13 when considering all the instances and only those for
which M1 provide the optimal solution (time less than time limit), respectively. The fastest ver-
sion among MH s is the 4th. Indeed, MH 4

1 is faster than M1 when considering the average results
over all instances (Table 4) and those solved to optimality (Table 5), respectively. However, this
version has the worst performance in terms of effectiveness, see Table 4.

Considering the overall energy consumption, the results obtained by M1 are very similar to
those of MH s. Indeed, the solution provided by M1 allows to consume 1.09 and 1.04 times less
energy than that required for the solution obtained by MH s, see column ENG of Tables 4 and
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Figure 2: Values of objective function and computational cost for each instances.

5, respectively.
Table 6 shows the average results over all instances varying the initial energy ElI .
As expected, the higher the initial energy, the lower the number of UAVs needed to monitor

the targets. In addition, for both the models and the MIP-based heuristics, the execution time
decreases when ElI increases. An inverted trend is observed for the energy consumption (see
column energy). This behaviour is justified by considering the fact that the UAVs are placed in
a high altitude. The energy increases, but the available initial energy allows to use less UAVs
and monitor a higher number of targets with the same UAV.
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Figure 3: Values of objective function and computational cost for the instances solved to opti-
mality by M1.

M1 MH s

ElI #UAVs time energy #OPT #UAVs time energy

300 32.00 6242.06 9281.70 2 39.79 363.06 10049.49
600 18.00 5121.51 9602.50 5 22.45 161.92 10475.66
900 13.53 5282.52 9827.53 4 17.24 131.78 10831.17

Table 6: Average computational results varying the initial energy.

Results for M2 Table 7 shows the average performance of the model M2 and the MIP-based
heuristics.

On one hand, Table 7 shows that, on average, the MH s are 57.11 times faster than M2.
On the other hand, the upper bounds provided by MH s are higher of a factor of 0.25 than
the optimal solution (see column GAP). Figure 4 shows the good performances of the proposed
approach against the behaviour of M1.

11 instances out of 45, are solved to optimality within the time limit. Table 8 shows the
average results over these 11 instances and we can conclude that MH s are, on average, 8.04
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#UAVs time energy GAP speed-up ENG

M2 17.78 5606.16 12803.38
MH 1

2 22.62 93.49 11110.27 0.27 59.97 1.15
MH 2

2 22.13 100.68 11154.97 0.25 55.69 1.15
MH 3

2 22.07 91.16 10933.06 0.24 61.50 1.17
MH 4

2 22.22 105.49 11154.60 0.25 53.14 1.15
MH 5

2 21.80 99.98 10765.19 0.23 56.07 1.19

AVG MH 22.17 98.16 11023.62 0.25 57.11 1.16

Table 7: Average computational results obtained with M2 and the associated MIP-based heuris-
tics.

times faster than M2 and the GAP is improved to 0.20, on average.

#UAVs time ENG GAP speed-up ENG

M2 12.90 27.73 9569.25
MH 1

2 15.50 3.23 8040.80 0.20 8.58 1.59
MH 2

2 15.80 3.39 8473.00 0.22 8.17 1.51
MH 3

2 15.90 3.26 8366.60 0.23 8.51 1.53
MH 4

2 16.10 3.47 8374.10 0.25 7.99 1.53
MH 5

2 14.30 3.90 7538.85 0.11 7.12 1.70

AVG MH 15.52 3.45 8158.67 0.20 8.04 1.57

Table 8: Average computational results over the instances solved before the time limit.

The results are satisfactory. Indeed, MH 2 provides solutions close to the optimal ones is a
limited amount of time. This aspect is highlighted in Figure 5.

Tables 7 and 8 show that MH 5
2 is the best in terms of effectiveness. Indeed, the GAP is 0.23

and 0.11 when considering all the instances and only those solved in the time limit, respectively.
The fastest version among MH s is the 3rd for the former case (Table 7), whereas in the latter,
MH 1

2 shows the best performance, see Table 8. Indeed, MH 3
2 and MH 1

2 are 64.49 and 8.57 times
faster than solving M2.

M2 MH s

ElI #UAVs time ENG #OPT #UAVs time ENG

300 21.80 6241.18 11467.47 2 27.81 125.61 10879.59
600 17.40 5286.50 13115.83 5 21.71 92.57 10827.44
900 14.13 5290.81 13826.83 4 16.99 76.29 11363.81

Table 9: Average computational results varying the initial energy.

Considering the overall energy consumption, the results obtained by MH s are always better
than those of M2. Indeed, the solution provided by MH s, on average, allows to consume 1.16
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Figure 4: Values of objective function and computational cost for each instances.

and 1.57 times less energy than that required for the solution obtained by M2, see column ENG
of Table 7 and 8, respectively. See also column energy of Tables A.1 and A.3.

Table 9 shows the average results over all instances varying the initial energy ElI . The results
are coherent with that obtained for model M1.

Results for Mc The MIP-based heuristics show a good performance considering model Mc.
Table 10 reports the average results over all instances.

The GAP is drastically reduced comparing with the results obtained for both M1 and M2.
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Figure 5: Values of objective function and computational cost for the instances solved to opti-
mality by M2.

cost time energy GAP speed-up ENG

Mc 9.13 4657.06 12958.52
MH 1

c 10.20 311.97 11527.53 0.12 14.93 1.12
MH 2

c 10.09 248.72 11397.53 0.10 18.72 1.14
MH 3

c 10.11 212.16 11562.47 0.11 21.95 1.12
MH 4

c 10.09 262.65 11418.88 0.10 17.73 1.13
MH 5

c 9.80 241.76 11283.23 0.07 19.26 1.15

AVG MH 10.06 255.45 11437.93 0.10 18.23 1.13

Table 10: Average computational results obtained with Mc and the associated MIP-based heuris-
tics.

Indeed, on average, the upper bound is 10% higher than the objective value returned by the
solver. In addition, MH s are, on average, 18.23 times faster than the solver. Figure 6 shows the
good performance of the MIP-based heuristic compared with Mc.

In particular, the best cost provided by MH s is low or equal to the cost given by Mc for 30
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Figure 6: Values of objective function and computational cost for each instances.

instances out of 45.
MH 5

c is the most effective. Indeed, the GAP is about 0.07. The best performance in terms of
computational cost is achieved by MH 3

c . The third version of the MIP-based heuristic is 21.95
times faster than solving Mc.

17 out of 45 instances are solved to optimality. The average results over these instances are
reported in Table 11.

Considering the results of Table 11, the speed-up of MH s decreases. Indeed, on average,
solving Mc is 5.81 times slower than MH s. The GAP increases to 17%.
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cost time ENG GAP speed-up ENG

Mc 2.24 468.68 12770.79
MH 1

c 2.71 78.04 10801.88 0.21 6.01 1.18
MH 2

c 2.53 81.28 10702.21 0.13 5.77 1.19
MH 3

c 2.59 78.81 10819.82 0.16 5.95 1.18
MH 4

c 2.76 85.28 10848.56 0.24 5.50 1.18
MH 5

c 2.47 79.64 10639.06 0.11 5.88 1.20

AVG MH 2.61 80.61 10762.31 0.17 5.81 1.19

Table 11: Average computational results over the instances solved before the time limit.

In the majority of the case, i.e. 15 out 17, the upper bound obtained with MH s is equal to
the optimal cost (see Figure 7). This results is achieved within a very limit computational cost.

Figure 7: Values of objective function and computational cost for the instances solved to opti-
mality by M2.

Table 12 shows that for initial energy equal to 600, the performance of the MH s are the best.
Indeed, the optimality gap is 0.01. In addition, the MH s are very efficient being, on average,
14.58, 25.26, and 16.31 times faster than Mc, for ElI equal to 300, 600, and 900, respectively.

20



M2 MH s

ElI cost time energy #OPT cost time energy

300 18.73 6242.91 10812.70 2 21.28 428.05 10508.80
600 7.80 6240.59 12738.63 2 7.89 247.08 11166.00
900 0.87 1487.66 15324.23 13 1.00 91.22 12638.99

Table 12: Average computational results varying the initial energy.

Considering the overall energy consumption, the MH s show the best performance. Indeed,
the allocation of the UAVs given by the MIP-based heuristics allows the system to consume, on
average, 1.14 times lower energy than that required by the system for the solutions obtained
by solving Mc (see Table 10). The gap in terms of energy consumption increases considering
the instances solved to optimality. Indeed, the energy consumed with the deployment ginen by
MH s is 1.18 times less than that consumed by the UAVs in the solution given by Mc (see Table
11).

5.3 Number of UAVs versus Energy Consumption

During the computational phase, we have observed that minimizing the number of UAVs is
not equivalent to the problem in which the overall energy consumption of the system has to
be minimized. Indeed, for some instances, model M1 provides a solution for which the number
of UAVs activated is lower than that required by the solution obtained when the total energy
consumption is minimized.

This trend is shown in Table 13, where the average number of UAVs and the average energy
consumption is reported for model M1 and model (2) – (7), (9) with the minimization of

∑
l∈LE

l,
with El defined in (26), referred to as ME

1 .

ME
1 M1

d #UAVs energy time #UAVs energy time
20 23.27 9051.40 707.12 22.87 10136.17 867.88
10 20.13 7617.00 926.39 19.67 8606.53 1272.12
5 22.33 8145.79 1605.53 22.20 10579.33 1678.71

Table 13: Average results of model M1 with the minimization of the energy consumption and
the minimization of the number of UAVs.

The first observation is that model ME
1 is slightly easier to solve than M1. Indeed, solving

ME
1 requires less computational effort than solving M1 (see column time of Table 13).

Investigating the conflicting nature of the two objective functions is out of the scope of
this work. However, we believe that this aspect is worth to be investigated. In particular,
it is interesting to study the bi-objective problem and define well-tailored approaches in order
to give to the decision maker the possibility of choosing the most satisfactory solution among
the efficient ones. Possible algorithmic approaches could be defined by considering scalarizing
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techniques, such as the reference point method [7, 25], the exploration of the criteria space with
the ε-constraint algorithm [2, 8] and the so-called hull approach for determining the supported
non-dominated solutions [13].

6 Conclusions

In this paper, we have considered the problem of covering a certain number of mobile targets
by using flying drones (UAVs). Each target must be observed at any time and any place. In
addition, each UAV has a limited amount of initial energy. The energy consumption is related
to the altitude in which the UAV is located. The higher the altitude, the higher the energy
consumption. A time window of observation is associated with each target. The objective is to
monitor all targets minimizing the number of UAVs. We address the problem under optimization
perspective, thus, mathematical formulations are given under specific assumptions.

We have considered two cases. In the former, when an UAV runs out of battery, it is replaced
by an identical one; in the latter, we consider a set of available UAVs, with different initial
energy, defining different types of flying drones. Thus, when an UAV have to be substituted,
the optimization process individuates the type of UAV that has to replace the previous one. We
have also considered a version in which the total cost for activating different types of UAVs is
minimized.

The three problems are modeled as mixed integer non-linear programs. Several valid cuts
have been introduced and the models have been linearized. Due to the difficulty in solving to
optimality the problems, heuristics based on the resolution of restricted mixed integer programs
have been defined.

The linearized models and the heuristic procedures have been tested on meaningful instances
generated by ourselves. The computational results have underlined the difficulty of the problems
and for only 23% of the instances the solver has been able to provide the optimal solution in 2
hours. Better results have been obtained for the minimization of the activation cost. In this case,
the 38% of instances have been solved to optimality by the solver. The heuristics have shown
very promising performance exhibiting a reasonable trade-off between quality of the solution
and computational effort.

In addition, we have observed that the minimization of the number of UAVs and the mini-
mization of the total energy consumption are objective in conflict. Thus, the bi-objective version
of the problem is worth to be investigated.

22



Appendix

M1 M2 Mc

|∆̇| d El
I #UAVs time energy #UAVs time energy cost time energy

10 20 300 23 2.71 6577.50 16 1.45 7602.50 13 2.93 7015.00
10 20 600 13 1.08 6482.50 12 0.94 9315.00 8 2.40 8232.50
10 20 900 10 1.26 6162.50 10 0.66 7430.00 3 0.75 9335.00
15 20 300 28 TL 7905.00 19 TL 9120.00 16 TL 8802.50
15 20 600 15 15.24 8045.00 15 7.52 8977.50 8 TL 10335.00
15 20 900 12 5.48 8730.00 12 2.76 10877.50 1 1.73 11167.50
20 20 300 36 TL 10330.50 24 TL 11550.00 21 TL 12095.00
20 20 600 20 23.03 10823.00 19 86.41 14382.50 10 TL 13201.50
20 20 900 16 23.32 11555.00 16 156.50 17455.00 1 3.34 15700.00
25 20 300 39 TL 11325.00 27 TL 12089.50 23 TL 14189.50
25 20 600 21 4772.71 11696.00 20 TL 13427.50 10 TL 15115.50
25 20 900 18 TL 11975.50 18 TL 16425.00 2 TL 15425.00
30 20 300 48 TL 13250.00 30 TL 15565.00 28 TL 17652.50
30 20 600 25 TL 13532.50 23 TL 22432.50 18 TL 20175.00
30 20 900 19 TL 13652.50 21 TL 21665.00 6 TL 25020.00
10 10 300 17 28.11 5005.00 13 16.22 7245.00 10 40.78 5640.00
10 10 600 10 10.61 5140.00 9 2.59 4807.50 2 6.44 6797.50
10 10 900 7 7.68 5032.50 7 2.28 7600.00 0 3.88 7550.00
15 10 300 23 TL 6555.00 16 TL 9605.00 12 TL 7282.00
15 10 600 13 TL 6467.50 12 TL 9310.00 2 TL 8881.50
15 10 900 11 TL 6790.00 11 TL 9885.00 0 6.83 11110.00
20 10 300 34 TL 9602.50 23 TL 11317.50 17 TL 11795.50
20 10 600 19 TL 8969.00 17 TL 11702.50 6 TL 13585.50
20 10 900 15 TL 9471.50 15 TL 12907.50 0 49.78 15442.50
25 10 300 37 TL 10902.00 26 TL 13100.00 21 TL 11477.00
25 10 600 21 TL 10896.50 21 TL 15120.00 9 TL 15592.50
25 10 900 16 TL 11061.50 17 TL 14400.00 0 26.68 19930.00
30 10 300 37 TL 11005.00 23 TL 12875.00 22 TL 11785.00
30 10 600 21 TL 11427.50 20 TL 15875.00 5 TL 17420.00
30 10 900 14 TL 10772.50 14 TL 12867.50 0 22.23 19805.00
10 5 300 21 TL 6207.50 14 TL 7050.00 13 TL 7252.50
10 5 600 13 TL 6387.50 12 TL 7307.50 6 TL 7097.50
10 5 900 8 TL 6490.00 8 TL 8137.50 0 199.5 8375.00
15 5 300 25 TL 7500.00 20 TL 10972.50 13 TL 8339.00
15 5 600 15 TL 8597.50 15 TL 11150.00 3 TL 9430.00
15 5 900 10 TL 8060.50 12 TL 8692.50 0 391.38 12742.50
20 5 300 30 TL 8997.50 23 TL 13180.00 18 TL 10285.00
20 5 600 16 TL 9257.50 17 TL 12895.00 7 TL 12964.50
20 5 900 13 TL 10930.00 15 TL 15497.50 0 2653.98 17000.00
25 5 300 39 TL 11690.50 26 TL 14077.50 26 TL 13967.50
25 5 600 24 TL 13156.50 26 TL 16480.00 11 TL 15910.00
25 5 900 15 TL 12986.50 19 TL 16365.00 0 2271.48 20250.00
30 5 300 43 TL 12372.50 31 TL 17140.00 28 TL 14612.50
30 5 600 24 TL 13159.00 25 TL 20675.00 12 TL 16341.00
30 5 900 19 TL 13742.50 22 TL 21267.50 0 2283.37 21011.00

Table A.1: Computational results obtained when solving M1, M2, and Mc.
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MH1
1 MH2

1 MH3
1 MH4

1 MH5
1

|∆̇| d El
I #UAVs time energy #UAVs time energy #UAVs time energy #UAVs time energy #UAVs time energy

10 20 300 28 2.70 7410.00 28 1.62 7675.00 31 3.01 7907.50 31 1.67 7710.00 25 2.20 6502.50
10 20 600 15 1.26 7412.50 15 1.67 7685.00 14 0.98 7180.00 14 1.58 6907.50 14 1.26 6507.50
10 20 900 12 0.97 7140.00 11 0.97 6632.50 14 0.97 7847.50 11 0.95 6235.00 11 1.01 6590.00
15 20 300 30 3.65 7660.00 33 3.54 8295.00 34 3.67 8715.00 32 3.59 8012.50 33 3.26 8202.50
15 20 600 19 3.56 8290.00 20 3.04 8762.50 20 3.62 8880.00 19 3.09 8475.00 20 3.18 8955.00
15 20 900 13 3.18 8730.00 14 3.20 9732.50 13 3.00 8732.50 12 2.62 8295.00 13 2.28 8380.00
20 20 300 40 5.30 10648.00 40 6.15 10608.00 40 4.95 10663.00 42 5.32 10843.00 40 4.43 10135.50
20 20 600 23 4.93 10713.00 23 6.05 11048.00 23 4.70 10948.00 25 5.21 11443.00 23 4.12 11053.00
20 20 900 17 4.29 11573.00 18 4.34 11573.00 17 4.09 11328.00 17 3.70 10593.00 18 4.45 11453.00
25 20 300 45 13.43 11559.00 45 14.31 11400.50 40 12.78 10626.50 48 11.73 12058.00 46 11.34 11589.00
25 20 600 28 11.76 12494.50 24 12.36 11080.50 26 12.90 12194.00 23 10.53 10183.00 26 10.72 11424.00
25 20 900 23 11.23 13584.00 21 11.20 12183.00 20 11.70 12374.00 20 10.11 12645.50 19 9.73 11479.00
30 20 300 62 17.16 16360.00 50 19.97 13470.00 57 15.79 14912.50 59 16.15 15615.00 55 15.41 15260.00
30 20 600 36 17.52 16772.50 28 17.80 13470.00 32 14.77 15052.50 33 16.19 15535.00 32 13.56 15837.50
30 20 900 27 16.58 18247.50 27 19.05 16190.00 26 14.70 17222.50 26 13.59 17367.50 26 14.27 16655.00
10 10 300 21 8.10 5275.00 19 7.19 5160.00 21 8.95 5387.50 20 5.35 5415.00 18 7.74 4430.00
10 10 600 12 6.83 5487.50 10 6.69 4947.50 12 6.02 5485.00 12 5.21 5485.00 10 5.71 4430.00
10 10 900 10 6.99 5787.50 10 5.63 5795.00 10 7.11 5485.00 10 3.68 5485.00 8 6.75 4732.50
15 10 300 27 31.42 6634.00 28 32.87 7001.50 26 30.28 6311.50 30 27.11 7309.00 27 26.80 6757.00
15 10 600 16 27.19 7004.00 16 21.72 6884.00 15 24.18 6684.00 16 19.89 7184.50 15 18.21 6602.50
15 10 900 14 31.59 7641.50 12 26.04 7014.50 14 28.80 7641.50 14 17.89 7492.00 13 21.53 7475.00
20 10 300 40 42.04 10543.50 42 43.06 11031.00 41 43.66 10156.00 43 40.67 10881.00 41 34.24 10461.00
20 10 600 24 21.18 12171.00 25 34.99 11426.00 25 25.43 11278.50 22 41.11 10349.00 24 31.86 10876.00
20 10 900 20 48.17 12286.00 20 36.72 12568.50 18 44.32 10596.00 19 29.37 11944.00 20 32.73 11829.00
25 10 300 48 100.36 12013.00 51 109.50 13187.00 53 102.68 13358.00 50 94.63 12923.00 44 59.61 11433.00
25 10 600 31 86.46 13637.00 29 84.37 13874.50 30 82.40 13659.50 30 92.62 12825.50 23 68.30 10497.50
25 10 900 21 80.64 13005.50 20 83.12 13050.50 22 104.26 13448.00 21 45.49 13140.50 20 91.31 12847.50
30 10 300 56 383.89 14208.50 43 203.63 11250.00 55 170.98 13341.00 56 136.52 13651.00 49 208.43 12123.50
30 10 600 31 121.23 14036.00 26 112.77 12421.00 29 125.41 13983.50 29 123.65 13501.00 27 92.76 12881.00
30 10 900 23 157.31 13388.50 17 118.84 12110.00 23 142.12 13533.50 21 146.36 12743.50 22 161.04 13116.00
10 5 300 25 50.65 6374.50 24 43.66 6058.50 25 55.51 6238.50 25 40.34 6053.50 24 97.56 5913.50
10 5 600 13 56.30 5896.00 13 50.00 6139.50 13 47.28 6819.50 16 44.91 7668.50 13 54.94 6154.50
10 5 900 9 32.25 6674.50 9 32.78 6123.50 9 32.84 6146.00 9 24.34 6053.50 9 33.56 5913.50
15 5 300 28 277.09 6853.00 29 397.18 7036.50 29 462.03 7169.00 30 138.70 7445.50 30 782.24 7349.00
15 5 600 17 159.04 8279.00 17 120.03 8511.50 18 162.91 8159.00 16 126.39 7441.50 17 335.54 8159.00
15 5 900 14 114.55 8456.50 14 141.76 8353.50 14 115.41 8834.00 13 106.52 8385.50 14 159.99 8414.50
20 5 300 45 251.74 10405.00 42 216.64 9873.00 39 465.04 9604.50 43 209.65 10281.50 40 269.51 9422.00
20 5 600 24 254.92 10386.00 22 235.89 10394.50 25 283.55 11092.50 21 209.76 10221.50 21 174.18 9925.50
20 5 900 17 308.91 11213.50 18 192.27 10588.00 18 208.99 11549.00 17 221.30 10379.00 17 182.88 9504.00
25 5 300 49 543.01 11802.00 53 1024.18 12700.50 56 693.81 13480.00 56 1074.96 13139.50 46 1483.37 11111.50
25 5 600 30 530.61 13812.00 30 694.27 14495.00 30 738.01 13130.50 30 414.90 13215.00 30 514.09 13193.50
25 5 900 21 461.39 13797.50 21 614.83 13160.00 21 598.01 13876.00 20 367.44 13628.50 19 645.22 12705.50
30 5 300 61 3109.05 15438.50 49 1715.03 12301.50 60 4665.82 15185.50 60 726.11 15158.50 53 6274.03 13237.50
30 5 600 31 824.42 15871.50 31 848.41 15647.50 30 731.83 15074.00 33 741.18 16579.00 29 2318.32 13494.00
30 5 900 26 690.43 18142.50 21 1000.59 13432.50 27 669,40 18202,00 25 590,85 16976,00 23 686,72 14889,50

Table A.2: Computational results obtained with the MIP-based heuristics when solving model M1.

24



MH1
2 MH2

2 MH3
2 MH4

2 MH5
2

|∆̇| d El
I #UAVs time energy #UAVs time energy #UAVs time energy #UAVs time energy #UAVs time energy

10 20 300 17 1.92 6507.50 19 2.53 7302.50 20 2.48 7635.00 21 2.46 8050.00 17 2.37 6560.00
10 20 600 16 1.37 7910.00 15 1.65 8240.00 15 1.51 7572.50 16 1.78 8055.00 12 1.26 6370.00
10 20 900 13 0.90 7890.00 13 1.26 7932.50 13 0.76 8125.00 14 1.01 8382.50 11 1.08 6632.50
15 20 300 21 3.42 7952.50 21 3.54 8490.00 24 3.79 8850.00 22 3.78 8725.00 23 4.48 8867.50
15 20 600 18 2.64 8152.50 18 3.12 8667.50 20 3.37 8760.00 17 3.24 7980.00 18 3.79 8590.00
15 20 900 12 2.18 7952.50 13 2.18 9677.50 14 1.92 9235.00 13 2.46 8215.00 13 2.23 8402.50
20 20 300 30 5.19 11265.50 29 6.02 11468.00 26 5.57 9833.00 30 5.23 11980.50 31 6.15 12350.50
20 20 600 24 4.18 11710.00 24 4.20 11457.50 23 3.76 11063.00 21 4.84 10245.50 22 4.52 10608.00
20 20 900 18 3.84 11910.50 18 3.45 12405.00 17 3.01 11625.50 19 3.43 12590.50 18 6.13 11990.50
25 20 300 34 12.71 11799.00 32 12.32 12270.50 29 12.59 10741.50 33 13.48 11935.50 34 15.93 11351.50
25 20 600 28 11.09 12549.00 26 11.81 11808.50 23 12.56 11196.50 27 10.39 12354.00 27 12.60 11879.00
25 20 900 18 6.36 11646.50 21 6.77 13427.00 20 7.21 11780.50 20 7.50 11785.50 20 8.83 11425.50
30 20 300 43 16.71 17410.00 41 17.80 16880.00 37 16.58 15760.00 34 15.99 14392.50 39 20.30 15782.50
30 20 600 27 14.60 14670.00 33 15.05 17725.00 35 13.34 17975.00 25 16.05 13492.50 30 18.70 15685.00
30 20 900 26 12.34 15595.00 27 14.02 17185.00 24 8.42 15025.00 24 14.70 14302.50 24 13.99 15322.50
10 10 300 17 8.89 6350.00 17 7.96 6065.00 17 9.86 6812.50 18 7.57 6692.50 15 8.42 5807.50
10 10 600 11 3.62 5510.00 11 3.95 5980.00 11 3.26 6265.00 12 4.59 6422.50 9 4.45 4662.50
10 10 900 9 2.78 6515.00 10 3.65 7002.50 9 2.64 6572.50 10 3.34 7107.50 8 4.71 5765.00
15 10 300 22 19.19 8162.00 24 21.01 9310.00 22 18.80 8162.00 20 22.32 7875.00 21 24.80 6957.50
15 10 600 15 10.31 6634.00 16 11.82 7802.50 14 8.85 6311.50 15 17.88 7410.00 15 14.63 6757.00
15 10 900 14 9.11 8810.00 12 12.84 8175.00 14 10.55 8187.50 12 9.03 8385.00 14 11.48 9700.00
20 10 300 26 41.84 10814.00 31 45.51 11712.50 25 42.71 10359.00 29 42.34 11375.00 28 34.46 12207.00
20 10 600 23 20.50 11954.00 22 37.16 11630.00 21 29.58 10714.00 20 40.12 10489.00 20 29.23 10395.00
20 10 900 18 19.67 12100.00 17 25.82 11745.00 18 26.25 10962.50 20 19.06 14645.00 16 16.41 10805.00
25 10 300 39 97.19 14301.50 33 85.18 14283.00 36 103.18 13461.00 37 102.04 14353.50 34 89.76 12596.50
25 10 600 30 55.47 15847.00 32 50.64 16431.00 30 42.51 15400.00 27 85.13 14106.50 27 72.98 13261.50
25 10 900 21 29.36 14127.50 21 59.30 14024.00 23 39.76 15196.00 21 30.51 15081.00 22 55.85 15220.00
30 10 300 39 146.14 14632.50 28 126.53 11205.00 38 143.72 15006.00 41 164.43 16455.00 42 188.31 15575.00
30 10 600 30 71.89 14693.50 27 126.25 13000.00 31 53.65 15310.00 23 83.87 11421.00 26 81.03 13260.00
30 10 900 23 44.68 14827.50 19 58.14 13595.00 20 43.27 13125.00 21 54.44 13707.50 22 44.13 14707.50
10 5 300 15 44.52 6412.50 16 49.30 6627.50 18 44.15 7992.50 15 45.04 5554.50 18 43.81 7319.00
10 5 600 16 38.30 7592.00 13 40.92 6729.50 13 37.74 6622.00 15 34.55 7151.00 13 43.66 6429.50
10 5 900 9 23.04 6930.00 10 27.92 6582.50 9 23.06 6456.50 9 23.51 6730.00 9 36.43 6564.00
15 5 300 20 118.50 7569.00 22 155.08 8234.50 19 114.50 6901.50 26 154.74 9444.00 21 168.82 7629.00
15 5 600 17 76.91 8661.50 15 80.71 7872.00 17 76.46 8279.50 18 86.08 8321.50 17 93.99 8422.00
15 5 900 13 67.60 8755.00 14 68.00 9064.50 13 64.32 8650.00 13 66.04 8728.50 13 80.86 8997.50
20 5 300 28 192.82 12315.50 29 251.96 11109.50 25 229.85 10958.00 29 227.96 12520.50 23 228.90 10250.50
20 5 600 25 156.98 11600.50 21 154.75 10703.50 22 151.57 10624.50 23 172.85 11561.50 22 173.02 11474.50
20 5 900 16 136.33 10403.00 17 135.94 10733.00 15 121.52 10360.50 19 144.22 13837.50 19 145.25 13615.00
25 5 300 32 412.44 12131.50 32 451.28 13417.50 32 445.30 12939.50 31 433.59 11715.00 35 441.03 13926.50
25 5 600 26 341.80 12645.00 26 392.51 12732.50 26 319.90 14347.00 30 326.37 14831.00 27 350.67 12884.00
25 5 900 20 248.38 14588.00 21 276.25 15293.00 19 287.76 14094.50 20 310.33 14627.00 19 342.84 13179.00
30 5 300 42 706.08 15876.00 37 663.71 15168.00 41 698.34 14662.50 38 696.01 16580.00 36 587.76 14024.00
30 5 600 30 488.92 15841.50 30 517.46 14841.50 32 427.54 16184.50 28 651.27 15070.50 28 563.30 14252.00
30 5 900 27 474.12 18442.00 23 483.10 15967.50 23 384,82 15892,50 24 581,62 17272,00 23 395,77 15972,50

Table A.3: Computational results obtained with the MIP-based heuristics when solving model M2.
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MH1
c MH2

c MH3
c MH4

c MH5
c

|∆̇| d El
I cost time energy cost time energy cost time energy cost time energy cost time energy

10 20 300 15 3,48 7707,50 13 2,73 6400,00 14 2,37 7210,00 14 2,76 7282,50 13 2,59 6762,50
10 20 600 10 1,61 7542,50 9 1,39 8012,50 10 1,67 7637,50 10 1,86 7782,50 8 1,17 7235,00
10 20 900 4 1,03 7495,00 4 1,33 8030,00 4 0,72 7730,00 5 1,26 8617,50 3 1,08 7277,50
15 20 300 17 6,04 7827,50 19 5,74 8502,50 21 5,41 9645,00 18 5,40 8142,50 19 5,68 8660,00
15 20 600 7 3,96 8552,50 7 3,48 8405,00 7 3,62 8842,50 7 3,40 8660,00 7 4,65 8755,00
15 20 900 1 2,07 9480,00 1 2,34 9112,50 1 1,65 9250,00 1 2,32 9590,00 1 1,92 8452,50
20 20 300 25 7,71 11813,00 24 7,61 10758,00 23 6,40 11173,00 23 7,21 11080,50 22 8,22 10408,00
20 20 600 10 5,34 11648,00 11 5,62 10910,50 10 4,23 12692,50 11 5,85 11673,00 9 4,12 11575,50
20 20 900 2 3,87 11750,50 2 3,81 12420,50 2 3,07 12815,50 2 3,71 13073,00 3 4,12 12695,50
25 20 300 27 26,11 12626,50 26 24,71 12329,50 23 21,00 10990,50 24 21,00 11492,00 25 22,48 11349,00
25 20 600 12 16,04 13116,50 11 12,90 13772,00 9 15,33 11650,50 10 11,03 12370,50 10 11,61 10901,50
25 20 900 1 5,07 12841,50 1 6,47 14048,00 1 7,08 12829,00 1 8,03 13093,00 1 7,74 13209,00
30 20 300 35 30,01 16447,50 36 30,89 16460,00 36 29,37 17037,50 34 26,83 15047,50 33 28,44 15967,50
30 20 600 22 21,51 17855,00 23 24,69 16660,00 20 18,52 16715,00 23 22,95 18112,50 21 18,50 16930,00
30 20 900 6 19,33 19507,50 6 14,93 19347,50 7 9,95 20735,00 7 20,28 20670,00 7 14,31 19725,00
10 10 300 12 16,18 6295,00 12 15,43 5797,50 11 12,57 5400,00 12 14,27 6065,00 12 15,15 5717,50
10 10 600 2 3,79 5722,50 2 7,53 6142,50 2 3,79 6247,50 2 7,61 5965,00 2 5,44 5952,50
10 10 900 0 2,95 6747,50 0 3,03 8035,00 0 3,04 6735,00 0 2,71 6725,00 0 3,31 6770,00
15 10 300 13 32,68 6884,00 13 38,41 7084,00 13 38,66 6564,00 13 45,55 7376,50 13 52,49 6862,00
15 10 600 2 11,14 7444,00 2 16,77 7642,00 2 11,62 7179,00 2 19,19 7327,00 2 20,22 6834,50
15 10 900 0 7,89 10040,00 0 10,16 8620,00 0 9,77 10435,00 0 11,95 10115,00 0 8,95 10430,00
20 10 300 20 84,05 10383,50 21 82,70 11333,50 20 87,88 11403,50 20 88,89 10921,00 20 88,34 10558,50
20 10 600 6 26,07 11659,50 6 36,97 12187,00 6 27,72 11937,00 6 147,73 12016,00 6 40,22 12121,00
20 10 900 0 10,81 14174,50 0 16,75 14291,50 0 13,84 14627,50 1 19,91 14860,00 0 11,97 15297,50
25 10 300 25 205,42 13790,50 27 186,25 13720,50 27 217,50 12823,00 28 215,00 14797,00 25 206,70 12047,00
25 10 600 8 90,46 13720,50 9 84,63 14774,50 9 57,00 14235,00 8 193,58 13442,50 10 110,32 13697,00
25 10 900 0 23,84 15554,00 0 29,28 15537,00 0 27,16 16239,00 0 50,72 15301,00 0 27,55 14807,50
30 10 300 27 3314,54 13836,00 26 395,98 13385,00 29 347,96 14778,50 25 383,00 12918,50 26 338,80 13738,50
30 10 600 6 111,24 16751,50 5 97,42 14512,50 7 63,09 16471,00 6 291,29 14823,50 6 80,17 16376,00
30 10 900 0 33,04 17675,00 0 37,69 17742,50 0 38,61 16710,00 0 51,64 16590,00 0 48,84 15647,50
10 5 300 15 95,11 7027,50 15 125,38 6519,00 15 111,76 6638,50 15 129,03 6193,50 13 160,49 5917,00
10 5 600 6 101,65 6547,00 6 131,27 6508,50 6 66,89 7092,00 6 162,94 6798,50 6 82,95 6388,50
10 5 900 0 25,57 6474,50 0 33,29 6323,50 0 35,85 6146,00 0 33,93 6730,00 0 38,19 7690,00
15 5 300 15 599,76 7560,50 15 695,62 7803,00 15 419,07 7520,50 15 589,71 7055,50 14 724,02 7567,00
15 5 600 3 64,55 7793,00 3 104,22 7283,00 3 105,14 7283,00 3 181,24 7000,50 3 130,68 7283,00
15 5 900 0 45,41 9228,00 0 96,03 9604,00 0 111,49 8844,00 0 97,89 9018,50 0 108,69 9507,00
20 5 300 20 583,72 10519,50 20 645,08 11320,50 19 636,16 10394,50 20 599,06 10949,00 20 810,92 10577,50
20 5 600 6 667,89 11140,00 6 865,28 11692,00 6 415,82 11340,50 6 716,48 11617,50 6 511,45 10921,50
20 5 900 0 199,01 13306,00 0 169,92 12292,50 0 170,84 13698,00 0 182,72 13739,00 0 151,98 13381,50
25 5 300 27 1412,50 12590,50 27 1827,50 12293,50 27 1658,73 13042,00 26 1532,40 12483,00 24 1378,64 12836,00
25 5 600 11 1455,55 12752,50 10 1503,99 12303,00 11 929,13 13826,00 10 1450,08 13090,00 11 1069,76 14475,00
25 5 900 0 378,43 15473,50 0 413,18 13864,50 0 406,48 16129,00 0 432,92 14834,00 0 373,06 14358,00
30 5 300 31 2217,02 15334,50 27 1734,45 13110,00 29 2062,89 14351,00 32 2044,28 15762,50 31 2445,78 15194,00
30 5 600 10 1497,38 17137,00 9 1101,54 16287,00 10 829,60 17184,50 8 1447,94 14510,50 9 1147,51 16007,00
30 5 900 0 567,64 18966,00 0 537,86 19711,50 0 496,83 18083,00 0 531,54 18137,50 0 549,93 18882,00

Table A.4: Computational results obtained with the MIP-based heuristics when solving model Mc.
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