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SOME VARIATIONAL PRINCIPLES OVER FINITE
DIMENTIONAL HILBERT SPACES.

ANTOINE MHANNA!*

ABSTRACT. In this paper a new variational approach concerning functions
(continuous) over Hilbert spaces is presented. This will extend the Ky Fan
principles (of eigenvalues) to a larger set of functions. Moreover we generalize
properties for functions defined over a product of finite dimentional Hilbert
spaces and show that the stated conditions are sufficient but not necessary. An
obvious generalization of the Courant-Fischer minimax theorem is also given.

1. INTRODUCTION AND PRELIMINARIES

The numerical range of a Hermitian matrix A is the image of the Rayliegh
Quotient R4 which is the application :

Ry:C"\{0} — R
v* Av
v — T
v*U

The set of axn complex matrices is denoted by M, ,,(C). Let A (A) > -+ > A\, (A)
denote the eigenvalues of an n x n Hermitian matrix A and let oy(A4) > --- >
o,(A) be the singular values of a matrix A € M, ,,(C).

Proposition 1.1. [1] Let A be an n x n Hermitian matriz then

AM(A) =max{Ra(v)} so A\ = Ra(v1) for some vy € C".

A (A) = max{R4(v),v L vy, vg, -+ ,vp_1} and

A = Ra(vg) for some vy, L vy, 09, vp_1.

The same v; verifying Proposition 1.1 will verify the following:
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2 A MHANNA

Proposition 1.2. [1] Let A be an n x n Hermitian matriz then

M(A) =min{RA(v)} so A\, = Ra(v,) for some v, € C".

A (A) = min{Ra(v),v L vy, 051, , 051} and

A = Ra(vg) for some vy L vy, 01, vp_1.

2. MAIN RESULTS

Since we will consider C-Hilbert spaces, coefficients of any vector written in a

certain basis are in C.

If f is a given function that is defined over a product of vector spaces and a
certain domain D, we mean hereafter by f(sp(uy),-- -, sp(u,)) where u; is any set
of vectors, the value of f(xy,---,z,) for any of the z;’s taken to be in span(u;)
and in the domain D.

2.1. Variational characterizations.

Lemma 2.1. Let (H,||.||,) be a K-Hilbert space (K = R or C) of dimension n
where ||.||, denotes the norm associated to the scalar product on H. Let f be a
continuous function from H to R. If r > 0 is any fixed real number, set:

hy = max{f(x),||z||, =7} so hy = f(v1) for some v; € H.

hy == max{f(x), ||z||, =r,x L v} so ha = f(ve) for some vy € H.

=

hy, = max{f(z), ||z]|, =72 L vi,vs, -+ ,vn1}
so h, = f(v,) for some v, L vy, - v, 1.
and set:

¢ = min{ f(z), |z||, =7} so ¢ = f(wy) for some wy € H.
g := min{ f(z), [lz[|, = r,x L wi} so go = f(ws) for some wy € H.

¢n :=min{ f(2), ||z]|, =, L wy,wa, -, wp_1}
50 q, = f(wy) for some w, L wy,ws, -  wy,_1.
A= (v, ,v,) and B = (wq,--+ ,wy,) are two orthonormal basis of E. Let

E<n and m < z, since we study f on the ball of radius r denoted B, we will
suppose that our real function f is only defined on D := B,.
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n

o If f(sp(vm, -+ ,v:)) = 12 f(v.) and f(zn:%vj) <> layPf(vy) (maz con-

J=s J=s

k k
dition) for alls = 1,--- ,n then Zr2hi > Z f(ys). In particular if r = 1

i=1 i=1
k k

then E h; = max E f(z).
- By
i=1

i=1

o If f(sp(wm, -+ w.)) < r2f(w:) and (Y agw;) =Y |ayl* f(w;) (min

j=s

k k
condition) for all s = 1,-+-  n then Zrzqi < Zf(yl) In particular if

i=1 i=1

k k

r =1 then E ¢; = min E f(z),
; B, “
=1 =1

where By = (1, -+ , k) denotes an orthonormal basis of dimension k, (y1,- -+, Yr)
is any orthogonal basis of dimension k with ||x;||, =7 for 1 <i <k, aj € C and
B € C for all j.

Proof. The case of k = 1 is obvious, here we assume that 1 < k£ < n, we can
write:
(

T1 = QU1 + Qo Vs + - - + Q1 Uy

Ty = Q1 2U1 + Qip 2V + + - - + QU 2y

T = O V1 + Q2 |V + -+ O | Un
P+ lana P =12 (o]l =7) (A)
|l 4+ fane? =12 (2], =7)

o l? + -+ ol = % (llzally = 7)
\SL’Z' 1L Zj, if 4 %j

These k vectors are completed by n — k vectors (of norm r) orthogonal to them
and mutually orthogonal; we will impose a supplementary condition over the
added n — k vectors as follows; without loss of generality

(2, = Q11U + Qo 1V + + -+ 4 Qi 1Up

To = Qi1 oV1 + QU2 + -+ - + Qp 20Uy,

T = QU1+ QU (S)

Tht1 = Q14101 + 000+ Q1 g +1Un—1

L Tn = Q1nU1 + -+ O n U
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It is easily seen that such basis always exists, we denote it by C, the idea is that
the change of basis matrix (between basis C and basis A) is a matrix U satisfying
U*U = r%I, and so applying the max condition we have:

fla) 4+ flza) S 2(f (o) + -+ flva)
with f(x;) > r*f(vyqk—;) for all j, n > j > k. Consequently we obtain:

fl@) + - flan) <r2(f(on) + fv2) + -+ flop-r) + f(vn)
<2 (f(vr) + foa) + -+ flo)- .

To prove the minimum characterization we replace v; by w; in (A) and (S) to get
the system:
’Il = 11w + Qg 1 W2 + - Qo 1Wh

To = QW1 + QoW + - -+ + Qi oWy,

Tp = Qp Wy + -+ Q0 (G)

Tpal = O e 1W1 + -+ -+ Q1 e 1Wp—1

( Tn = O pW1 + -+ A n Wi

and by the min condition it is not difficult to show -like we did previously- that:

flxy) + -+ flxr) (flwy) + flwa) + -+ flwr—1) + flwy))
(f(wi) + -+ fwy)). '

Thus we have discussed all possible cases to complete the proof. O

Remark 2.2. Notice that f(v,) < --- < f(v1) and f(w,) > --- > f(wy). The
way we constructed the systems (.5), (G) is important and will be used later on
(Theorem 2.5).

> r?
> r?

To clarify things a counter example is easily constructed:

Example 2.3. Let
f: R? — R
u=(z,y) — In(lz+€),

where € is a strictly positive number to be fixed, here the norm ||.|s is the euclidien
norm, we verify then that h; = In(|1 + ¢[) = max In(|z + €|) = f(v;), by taking
[[ull ;=1

lls

2 V2 2 2
vy = (1,0), vo = (0,£1), 2, = (g,g) and xp = (g,—%) we have

(% 1 V2, T 1 i) but
f(Ul) + f(Ug) = hl + hg = 11’1(6(1 + 6))
< f(x1) + fz2) == In(V2.e + 0.5 + €2),

whenever ¢ > 0.
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Lemma 2.1 and previous statements will entail some well known variational
representations concerning the sum moreover the product (in Subsection 2.2) of
eigenvalues of matrices. Their are many related and particular results in the
mathematical literature that discuss maximum principles see for example [7], [2]
and [8] but most of the representations related to matrices (and even operators)
were firstly proved by Ky Fan (see [4], [5] and [0]).

Corollary 2.4 (Ky Fan principle). Let H be an nxn Hermitian matriz such that

A > -, > N\, are the eigenvalues of H in decreasing order. For any 1 <k <n
k
Ni(H) = max tr (U"HU 2.1
Do) = o tr (U HU) (21)
k

M_ivi(H) = min tr (U'HU 2.2
> s (H) = i, tr (U"HU) 22

k
Proof. 1t suffices to notice that max tr (U"HU) = max Zx;‘ Hzx;, respec-

U*U:Ik szcibjzéij i=1

k

tively min tr (U"HU) = min foH:cZ, but from Proposition 1.1 respec-

tively Proposition 1.2 if f(x) = 2*Hz, H = C" then by applying Lemma 2.1 to f

with » = 1 we get the required results because upon diagonalizing H we have: for
j i

all 7:7 f(zajvj) = Z |Oéj|2f(’0]) and f(’UZ) < f(sp(UTrM U 7Uz)) < f(vm) when
j=1 j=1
m < z with w; taken to be equal v,,_; for all ¢. O

2.2. Generalization to product spaces. In the previous section we have taken
‘H to be any Hilbert space, hereafter we consider f a continuous function defined
over Hy j, X -+ X H, ;, for any n, where H,; ;, denotes a given Hilbert vector-space
of dimension 7, with scalar product denoted by <"'>Hz,jl and |.[[3, ;, the associated
norm. We will restrict also our real valued functions f to be defined only over
the domain B,, x --- x B, , where for any [, r; is a fixed real number, B,, stands
for the sphere of radius r in H; ,.

Let m := min(jy, -, jn), for & < m, similarly we set:
&, = max{f(z1, -, 2n), ||leHZ,jl =7V} so & = f(z11, ", 2n1),
Gy = max{f(v1,- @), [@illyy,, =1V o1 Lzig, o @0 L zaa}

so By = f(21,2> T ,Zn,2)>

&y = max{f(zy, -, 2,), ||leHZ,jl =nVl, vy L2121, 20615

Cy, L ZnlyAn2 "t >Zn,k—1} so &), = f(zl,k> T ,Zn,k),
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and:
O, = min{f (21, ,2), ||;(;IHHZ’J_I =1V} so O1 = f(eia, -, cn),
0, = min{f (1, w), [ally,, =7 Wy Len o Lean}
so Oy = f(c12, -+, Cn2),
Op = min{ f(zy, -+, @), wllyy,, =Vl a0 Levy, g eop;
1Ty L CuasCno ot Cuk—1) 50 O = f(Crg, -+, Cg)-
For a certain | and k fixed; 3,1 = (211, ,21) and Dy = (1, -+, ¢ k) are

two orthogonal basis of H,; j, each one of dimension k£ and such that ||¢; | e, =
1
Hzl,qHHU =1 for all ¢ and s.
1
A direct generalization of Lemma 2.1 would be the following:

Theorem 2.5. Let y;1 < y;2 for alli < n, p = {max Y32 /yi,g < m}, kE<m
and let X1, = (211, ,21k) denote any orthogonal basis of H,j, of dimension
k such that Hzl,g”HU =1, for all g. Let f be a continuous function from D =
»Jl

B, X -+ x B, intoR.
1) Suppose we have

f(sp(zl,yl,lv Ty Zl,y1,2)7 Ty Sp(znyyn,lv Ty Zn,yn,2)) > f(zl,uv T 7’2”7}1)
then:

o If Z f(@14, s 2ny) < Zf(zu, - Zng) (sum max condition). Then

Z®i = max Zf Tig, s Tng)-

i=1 x1k7"7 n,k _1

e If f is positive valued and H f(@1g,  xny) < H flcris -+ cns) (prod-
g=1 i=1
uct mazx condition) then

k
H@ —  max Hf Tig, e Tng)-
i—1

}:1 N R 7}:77, kE
2) Suppose we have

f(sp(CLyl,lv e 7Cl7y1,2)7 Ty Sp(Cmyn’l, e 7C”7yn,2>> < f(cl,l“ T vcn,u)
then:

o If Zf(xl,g, e T g) > Zf(cl,i, o+, Cnyi) (sum min condition). Then

ZD: min fo17g,~-~,:cn,g).

- X1,k X,k
i=1
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e [f f is positive valued and H f(@1g, s Tpg) > H fleris-- -, cng) (prod-
uct min condition) we have

k

k
HDZ' = min Hf(ng, S D)
i=1

xl,kﬁ"’xn,k _
g=1

Proof. We construct a family of systems (.5;) for all i < n like we did for (5) in
Lemma 2.1; for each i the m vectors of (5;) are in H, j,, taking any (z1,4, -+, Tng)
in (X1, -, %X,x) and assuming of course that x;, # x;, whenever g # ¢, it is
not difficult to adopt the proof of Lemma 2.1 to obtain:

k k-1
Z flarg, - ang) < Z fzrg, s zng) + f(zum, o 5 Znm) (2.3)
g=1 g=1

k
<> F(zrge s zng)- (2.4)
g=1

which proves the sum maximum statement. For the sum minimum principle, by
the same way we constructed (G) in the proof of Lemma 2.1 we construct n sys-
tems denoted by G, each G; has its random initial £ mutually orthogonal vectors
completed by just m — k vectors (particularly chosen) to form an orthogonal ba-
sis of dimension m in H, j,, hereupon the proof is straightforward. The product
variational principles have also similar arguments, using the same idea with the
systems (5;)i<n, (G;)i<n and under stated conditions if the sums (for example in
(2.3) and (2.4)) are replaced by products we get our desired characterizations. [

Proposition 2.6. Let U € M, ;. such that U*U = I, and let V' be a k x k unitary
matrices, then UV wverifies (UV)*(UV) = Ij.

Corollary 2.7. Let H be annxn P.S.D. matriz (i.e. A\, > 0) then for allk < n:

k
N(H) = det(U*H 2.
il:[l (H) = max det(U"HU) (2.5)
k
Ca(H) = mi “H 2.
21:[1)\” i1(H) = min det(U"HU) (2.6)

Proof. The proof is a simple application of Theorem 2.5. By Proposition 2.6 we
take our V' the one that diagonalizes V*U*HUYV -of course the matrix V is fixed
after fixing U and that doesn’t interfere with the value of the determinant - but
this way we are seeking

k k
max H x;Hx; resp.  min H x;Hx;
ziwi=0i - wiwj=0i L

since det(V*U*HUV') = det(U*HU) = det(H) when U,V are unitaries, with
fu(x) = a*Hz, Hy,, = C" and r = 1 we verify easily that the conditions of



8 A MHANNA

Theorem 2.5 are satisfied, making use of Proposition 1.1 resp. of Proposition 1.2
we get the required characterizations. O

2.3. Some Extensions.
Proposition 2.8. Let k be a fized integer and let «; ; be any complex numbers
k

with i <k, j = 1,2 such that Y _ |a;1|* <1 and Y |aaf* < 1 then

i=1 i=1

k
g i1l <1
i—1

Proof. This is a direct consequence of the Cauchy-Schwartz inequality but a di-
rect proof goes as follows: By the triangular inequality, it suffices to prove the
proposition when all the complex numbers are nonnegative numbers, we proceed
by induction when k = 2, we have of | + a3, < 1 and of, + a3, < 1, we will
prove that

M = \/1 — a§71¢1 — a3y 4 agrany <1,
and consequently we will have a1 2 + @001 < 1, but if w = g9 — ag; we
get:

M<1l<= (1-a,)(1—a3,y) <(1—agiam2) (2.7)
= (1 —ag1)(1+ag2)(1 —ag2)(1+ag1) < (1 —agiazz)®  (2.8)

= (1—ag1a00 — w)(1 — agjoos +w) < (1 — agia2)’ (2.9)

— (1- a271a2,2)2 —w? < (1— 04272CY271)2. (2.10)

Suppose the result true for £k = n let us prove it for £k = n + 1, we will take
n+1 n+1
Z | |> < 1 and Z |a;2]* < 1 and set without loss of generality s7 = o2 | +
i=1 i=1

n—1
ap i and s3 = a2, 4+ aj 5. By the induction hypothesis Z Q1o+ s189 < 1
i=1
but then it is easy to verify that
n+1
2%1%2 < 2%1%2 + 8182 < 1,
k
thus Z ;10| < Z | 12| < 1, which is the desired result. O
i=1 i=1

Lemma 2.9. Let k, h be two fized integers and let o; ; be any complex numbers
k

with i < k, j < h such that Z |l ;|* < 1 for all j, then
i=1

<1

E Q1 azh
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Proof. The proof will follow from Proposition 2.8, by noticing that

k k
E Qi1 Qp
i=1

k
< Z lai1 - aup| < Z |1 0] < 1.
=1

i=1

O

Example 2.10. Let (H1m, ||.||;) respectively (Hag, |.||,) be two C-Hilbert spaces
of dimension m respectively of dimension g, with m < g¢. Suppose that P :=
(p1,- -+ ,pm) is an orthonormal basis of H;,, and R := (ej,---,e,) is an or-

thonormal basis of Hs,. For all j < m, [ # I, if we have z;; = Z%,i,jpi,
i=1

g

Ty, = g g j€; such that ||z ]|, = ||za;ll, = 1, 21, L 21y and 29; L 25y then
i=1

the following holds

<1

— Y

m
E Q13§ 24,5
j=1

for all 4, 7 < m, this is true because we can verify (by completing the set of vectors
in each space into an orthonormal basis and associating to it the unitary change

m
of basis matrix) that Z | j|? < 1 for h=1,2 and all i.
j=1
A triangular inequality can easily generalize the result if we consider three
or more Hilbert spaces, for example letting m denote the least dimension of n
Hilbert vector-spaces, for any 7, i < m we can write:

m
: :alvzvj T anvivj
J=1

where {(as1, -, ®s44),] < m} are the coeflicients of the m mutually orthogo-
nal unit vectors (s ;) <, written in any orthonormal basis of H,, (for some ¢),
we leave the details to the reader.

As noticed in Theorem 2.5 the order at which we write the elements of the
orthogonal basis is important, we associate to every basis (z1,- -+ ,zx) the group
of permutation Gy.

Definition 2.11. Given a certain basis A := (xy,- -, x}) of dimension k, the no
fix permutation basis of A is A" := (251)," -, Tok)) Where ? is a permutation of
the k elements with no fixed point.

Keeping the terminology used in this section we can now state our main Lemma:

Lemma 2.12. Let n be a fized integer and let f; be nonnegative real numbers for
1 < m, ordered in decreasing order with f; =0 when i > m. Let f be the function

fZBhX"'XBln — Rt

e
n,Jn

(1, ,20) — Z fi}<$1751,i>7{1,j1 H(xz,sz,ﬁﬂzjz } S }<$n75n,i>H
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where (11, -, Si.k) @5 an orthonormal basis of dimension k in H, ;,, then &; = f;,
9, = 0 for all i and the function [ wverifies the following statements of Theo-

rem 2.5:

m
° Z f(xl,gn e 7xn,g) S Z f(zl,i7 T 7Zn,i>
i=1

g=1

X1 ks Xk

k k
e Forall k <m, ZDZ- = min Zf(:cl,g, S Tpg)
i=1

9=1

Proof. By writing any unit vector z; € H; j; in terms of the corresponding .S j, :=
(S11,- -+ ,s1j) basis and by using Lemma 2.9 we get the required result. Note in
this case that the basis 3, = (211, ,2) can be taken to be the arbitrarily
chosen Si . = (s11,- -+, six) and Dy = (¢1,- -+ , ¢ k) are also the S; except one,
say Sy which will be replaced by 5] ; (the no fix permutation basis). O

One can ask if the conditions of Theorem 2.5 are necessary and the answer is
no as the next example shows:

Example 2.13. Let A € M, ,(C) fixed, m := min(a,n), the norm ||.||, is the

one associated to the usual scalar product on C* for some k, if A = WXV is the

singular value decomposition, W = [ty ---t,], V* = [s1---s,] and X is the a x n
0

(o

matrix: X = 0 of rank g, then it can be verified that

A= "oi(At;s], (2.11)

(this is known as the dyadic decomposition of A, see [3] for details) and so:

Ay =xWEVy = Z oi(x*t;) (sTy).

i=1
Let us define the continuous function f4 as:
fA D — R

m

S o2 t)(sty)

i=1
where D := {(z,y) € C* x C ||zl = |lyll, = 1}'

Y

(r,y) — |27Ay|=

Since |z Ay| < Zai |(z*t;)||(s;y)|, by Lemma 2.12 for each k, k =1,--- ,m
i=1
we have:

2" Ay|
/¥l

*
A
it THENR
wespits, i} 171 Y]
yesp{s1,,sp—1}"

®; = 01(A) = max and B = ox(A) =
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it is easy to exhibit two vectors (z,y) such that

fA(Ia y) = fA(Sp(tyl,l’ o >ty1,2)> Sp(syz,u o ’Syz,z)) < fA(t/m Su)a

it is well known -see [8]- that for all k& < m:

k
> & =max {[trX"AY|: X € M,V € M, 4, X'X = I, =YY}
i=1
k k
= max Y fa(wiy) =Y 0i(A),
Be:Cr 5= i=1
where x; is a column of X, y; a column of Y, By = (xy,---,x)) respectively
Cr = (Y1, -, yx) are any two orthonormal basis of dimension k in C* respectively

in C™.

2.4. Courant-Fischer Theorem. The notations here are those introduced in
Subsection 2.2.

Theorem 2.14. Let f be a continuous function from D := B, X ---x B, into
R. Let y;1 < yio forallt <n, p= {max Yi2 /ym < m} and k < m.
If we have:

[1] f(sp(ZLyl,lv e 721@1,2)7 ) Sp(zn:ynJ? T 7Zn7yn,2)) > f(ZLH’ T zn,u)
then:
B, = max min  f(zy, -, 2p),
dim(E )=k, x1€(E xNDy),
Vi, 1<n. Vi, <n.

and if we have:

[2] f(sp(cl,yma U >Cl,y1,2)> ) Sp(cn,yn,la U >Cn,yn,2)) < f(CL/u o acmu)
then:
Qr = min max  f(xy, -, Tn)
dim(Elyk):k, IEZG(EZ’kI'_‘IDl),
VI, 1<n. VI, 1<n.

where Dy = {x € Hyj, /[|xly, L= ri}, for alll <n.

Proof. For any fixed k and for all [, we have Ej yNsp(zip, - - - , 215,) 7 ¢ respectively
ExNsp(cy, -+, cj) # ¢, which implies from [1] respectively [2] the two required
characterizations. U

If Ais any h x h Hermitian matrix, the case n = 1, r = 1, H;; = C" and
f = R4 in the previous theorem gives the well known Courant-Fischer theorem.

Acknowledgment. I want to thank Prof. Roger Horn and Prof. Ajit Igbal
Singh for their helpful comments.
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