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#### Abstract

The main result i present is extending by a very basic lemma the Ky-Fan principle to a larger set of functions satisfying certain conditions.
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## 1 Introduction

The numerical range of a Hermitian matrix $A$ is called the Rayliegh Quotient $R_{A}(v)$ which is the application (Rayleigh quotient):

$$
\begin{aligned}
R_{A}: \mathbb{C}^{n} \backslash\{0\} & \rightarrow \mathbb{R} \\
v & \rightarrow \frac{v^{*} A v}{v^{*} v} .
\end{aligned}
$$

This application is well defined because $v^{*} v=\|v\|^{2}$ is real and $v^{*} A v$ is real. The set of $m \times n$ complex matrices is denoted by $\mathbb{M}_{m, n}(\mathbb{C})$.

Proposition 1.1. Let $A$ be a square matrix, and $\left(v_{i}, v_{2}, \cdots, v_{n}\right)$ the orthonormal basis of eigenvectors corresponding to the set of eigenvalues $\lambda_{i}, i=1, \cdots, n$, that is $A v_{i}=$ $\lambda_{i} v_{i}$. Then:

1. $\lambda_{k}=R_{A}\left(v_{k}\right)$ and the range of $R_{A}$ is $\left[\lambda_{n}, \lambda_{1}\right]$.
2. $\lambda_{1}=\sup _{v}\left(R_{A}(v)\right)=R_{A}(B), \lambda_{n}=\inf _{v}\left(R_{A}(v)\right)=R_{A}(C)$ where $B$ is the subspace of eigenvectors corresponding to $\lambda_{1}$ and $C$ is the subspace of eigenvectors corresponding to $\lambda_{n}$. More specifically:
3. Let $V_{k}$ be the subspace of $\mathbb{C}^{n}$ spanned by $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$,

$$
\begin{aligned}
& \text { and } W_{k}=\operatorname{span}\left\{v_{k+1}, \cdots, v_{n}\right\}=V_{k}{ }^{\perp} \\
& \qquad \lambda_{k}=\inf _{v \in V_{k}}\left(R_{A}(v)\right) \quad \text { and } \quad \lambda_{k}=\sup _{v \in W_{k-1}}\left(R_{A}(v)\right)
\end{aligned}
$$

Remark 1. Note the difference between (1) and (2) : in (2) the two eigenvalues are uniquely determined by $B$ and $C$ respectively. Obviously the dimension of $W_{k-1}$ is $n-k+1$, and $\operatorname{dim}\left(V_{k}\right)$ is equal to $k$.

Proof. Recall that for a Hermitian matrix $A$ there is an orthonormal basis in which $A$ is a diagonal matrix : $\Delta=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ so taking any vector $v$ in $\mathbb{C}^{n}$ and writing $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ as its coordinates in that base:

$$
v^{*} A v=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right) \Delta\left(\begin{array}{c}
\alpha_{1}  \tag{1}\\
\alpha_{2} \\
\vdots \\
\alpha_{n}
\end{array}\right)=\sum_{i=1}^{n} \lambda_{i}\left|\alpha_{i}\right|^{2} .
$$

We get this formula:

$$
R_{A}(v)=\frac{\sum_{i=1}^{n} \lambda_{i}\left|\alpha_{i}\right|^{2}}{\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}}
$$

As a matter of fact this implies $R_{A}\left(\operatorname{span}\left\{v_{i}, \cdots, v_{j}\right\}\right)=\left[\lambda_{i}, \lambda_{j}\right]$ and that completes the proof.

## 2 Max principle

In this section let $\lambda_{1} \leq \cdots \leq \lambda_{n}$ denote the eigenvalues and $\left(v_{1}, \cdots, v_{n}\right)$ the corresponding eigenvectors of an $n \times n$ Hermitian matrix $A$, and let $\sigma_{1} \leq \cdots \leq \sigma_{n}$ be the singular values of $A$. Another yet equivalent form of Proposition 1.1 is:

Proposition 2.1. Let $A$ be an $n \times n$ Hermitian matrix then

$$
\begin{aligned}
\lambda_{1}(A) & =\max \left\{R_{A}(v)\right\} \text { so } \lambda_{1}=R_{A}\left(v_{1}\right) \text { for some } v_{1} \in \mathbb{C}^{n} . \\
\vdots & \\
\lambda_{k}(A) & =\max \left\{R_{A}(v), v \perp v_{1}, v_{2}, \cdots, v_{k-1}\right\} \text { and } \\
\lambda_{k} & =R_{A}\left(v_{k}\right) \text { for some } v_{k} \perp v_{1}, v_{2}, \cdots, v_{k-1} .
\end{aligned}
$$

Proof. The characterization of $\lambda_{1}$ is already proved, since the unit ball is a compact set of $\mathbb{C}^{n}$ and every closed set in a compact is compact, the continuous function $x^{*} A x$ will attains its maximum on all described sets, we need to show the proposition for $\lambda_{2}$ and the rest follows easily; take any vector $w$ such that $w \perp v_{1}$ i.e $w$ orthogonal to $v_{1}$, then $w=\sum_{i=2}^{n} \alpha_{i} v_{i}$ but from Proposition $1.1 R_{A}\left(\operatorname{span}\left\{v_{n}, \cdots, v_{2}\right\}\right)=\left[\lambda_{n}, \lambda_{2}\right]$, thus $R_{A}(w) \leq R_{A}\left(v_{2}\right)$ since $v_{2} \perp v_{1}$, this completes the proof.

Corollary 2.1. Let $A$ be an $m \times n$ matrix, and let $\sigma_{1} \geq \cdots \geq \sigma_{n}$ denotes the singular values of $A$, we have

$$
\begin{aligned}
\sigma_{1}(A) & =\max \{\|A x\|,\|x\|=1\} \text { so } \sigma_{1}=\left\|A x_{1}\right\| \text { for some } x_{1} \in \mathbb{C}^{n} . \\
& \vdots \\
\sigma_{k}(A) & =\max \left\{\|A x\|, x \perp x_{1}, x_{2}, \cdots, x_{k-1},\|x\|=1\right\} \text { and } \\
\sigma_{k} & =\left\|A x_{k}\right\| \text { for some } x_{k} \perp x_{1}, x_{2}, \cdots, x_{k-1} .
\end{aligned}
$$

Proof. Since $\sigma_{i}^{2}(A)$ are the eigenvalues of $A^{*} A$, and $\|A x\|^{2}=\langle A x, A x\rangle=\left\langle A^{*} A x, x\right\rangle$ for every $x \in \mathbb{C}^{n}$, we get the desired representation from Proposition 2.1.

Theorem 2.1. Let $A \in \mathbb{M}_{m, n}(\mathbb{C})$ If $A=W \Sigma V$ is the singular value decomposition, $W=\left(\begin{array}{ccc}t_{1} & \cdots & t_{m} \\ \vdots & \ldots & \vdots\end{array}\right)$ and $V^{*}=\left(\begin{array}{ccc}s_{1} & \cdots & s_{n} \\ \vdots & \ldots & \vdots\end{array}\right)$ we have:

$$
\sigma_{1}(A)=\max \frac{\left|x^{*} A y\right|}{\|x\|\|y\|} \quad \text { and } \quad \sigma_{k}(A)=\max _{x \in \operatorname{span}\left\{t_{1}, \cdots, t_{k-1}\right\}^{\perp}} \frac{\left|x^{*} A y\right|}{\|x\|\|y\|}
$$

$$
y \in \operatorname{span}\left\{s_{1}, \cdots, s_{k-1}\right\}^{\perp}
$$

for all $k \leq \min (m, n)$.

Proof. Let $x$ and $y$ both be unit vectors, $x \in \mathbb{C}^{m}$ and $y \in \mathbb{C}^{n}, W$ (respectively $V$ ) is an $m \times m$ (respectively $n \times n$ ) unitary matrix, we first expand the quadratic form in terms of the S.V.D of $A$ :

$$
\left|x^{*} A y\right|=\left|x^{*} W \Sigma V y\right|=\left|\sum_{i=1}^{n} \sigma_{i}\left(x^{*} t_{i}\right)\left(s_{i}^{*} y\right)\right| \leq \sigma_{1}
$$

where the last inequality holds because $x$ and $y$ are both unit vectors. This bound is attained by $x=t_{1}$ and $y=s_{1}$ so $\sigma_{1}$ is the optimal value of the optimization problem: $\max _{x, y} \frac{\left|x^{*} A y\right|}{\|x\|\|y\|}$. To characterize the smaller singular values, we constrain $x$ and $y$ to lie
in span $\left\{t_{1}, \cdots, t_{k-1}\right\}^{\perp}$ and span $\left\{s_{1}, \cdots, s_{k-1}\right\}^{\perp}$ respectively. Then we can ignore the $k-1$ largest singular values and

$$
\left|x^{*} A y\right|=\left|\sum_{i=k}^{n} \sigma_{i}\left(x^{*} t_{i}\right)\left(s_{i}^{*} y\right)\right| \leq \sigma_{k} .
$$

this bound is attained by $x=t_{k}$ and $y=s_{k}$ so $\sigma_{k}$ is the optimal value of the optimization problem:

$$
\max _{\substack{x \in \operatorname{span}\left\{t_{1}, \cdots, t_{k-1}\right\}^{\perp} \\ y \in \operatorname{span}\left\{s_{1}, \cdots, s_{k-1}\right\}^{\perp}}} \frac{\left|x^{*} A y\right|}{\|x\|\|y\|}
$$

## 3 Variational characterizations

Lemma 3.1. Let $E$ be a $\mathbb{K}$-Hilbert space $(\mathbb{K} \equiv \mathbb{R}$ or $\mathbb{C})$ of dimension $n$ and let $f$ be a continuous function from $E$ to $\mathbb{R}$. If $r>0$ is any fixed real number, Set:

$$
\begin{aligned}
h_{1} & :=\max \left\{f(x),\|x\|_{s}=r\right\} \text { so } h_{1}=f\left(v_{1}\right) \text { for some } v_{1} \in \mathbb{C}^{n} . \\
h_{2} & :=\max \left\{f(x),\|x\|_{s}=r, x \perp v_{1}\right\} \text { so } h_{2}=f\left(v_{2}\right) \text { for some } v_{2} \in \mathbb{C}^{n} . \\
& \vdots \\
h_{n} & :=\max \left\{f(x),\|x\|_{s}=r, x \perp v_{1}, v_{2}, \cdots, v_{n-1}\right\} \\
& \text { so } h_{n}=f\left(v_{n}\right) \text { for some } v_{n} \perp v_{1}, \cdots, v_{n-1} .
\end{aligned}
$$

and set:

$$
\begin{aligned}
& \qquad q_{1}:=\min \left\{f(x),\|x\|_{s}=r\right\} \text { so } q_{1}=f\left(w_{1}\right) \text { for some } w_{1} \in \mathbb{C}^{n} . \\
& \qquad q_{2}:=\min \left\{f(x),\|x\|_{s}=r, x \perp w_{1}\right\} \text { so } q_{2}=f\left(w_{2}\right) \text { for some } w_{2} \in \mathbb{C}^{n} . \\
& \quad \vdots \\
& q_{n}:=\min \left\{f(x),\|x\|_{s}=r, x \perp w_{1}, w_{2}, \cdots, w_{n-1}\right\} \\
& \text { so } q_{n}=f\left(w_{n}\right) \text { for some } w_{n} \perp w_{1}, w_{2}, \cdots, w_{n-1} \text {. } \\
& \text { and } m<\left(v_{1}, \cdots, v_{n}\right) \text { and } \mathcal{B} \equiv\left(w_{1}, \cdots, w_{n}\right) \text { are two orthonormal basis of } E \text {. Let } k \leq n \text {, study } f \text { on the ball of radius } r \text { denoted } B_{r} \text { we will suppose that } \\
& \text { our function } f \text { is only defined from } B_{r} \text { to } \mathbb{R} \text {. }
\end{aligned}
$$

- If $f\left(\operatorname{span}\left(v_{z}, \cdots, v_{m}\right)\right) \leq r f\left(v_{m}\right)$ and $f\left(\alpha_{i} v_{i}+\alpha_{i+1} v_{i+1}\right) \leq \sum_{j=i}^{i+1}\left|\alpha_{j}\right|^{2} f\left(v_{j}\right)$ (max condition) for all $i=1, \cdots, n$ then $\sum_{i=1}^{k} r h_{i}=\max _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right)$, if $f$ is positive valued we have also $\prod_{i=1}^{k} r h_{i}=\max _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right)$.
- If $f\left(\operatorname{span}\left(w_{z}, \cdots, w_{m}\right)\right) \geq r f\left(w_{z}\right)$ and $f\left(\alpha_{i} w_{i}+\alpha_{i+1} w_{i+1}\right) \geq \sum_{j=i}^{i+1}\left|\alpha_{j}\right|^{2} f\left(w_{j}\right)$ (min condition) for all $i=1, \cdots, n$ then $\sum_{i=1}^{k} r q_{i}=\min _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right)$, if $f$ is positive valued we have also $\prod_{i=1}^{k} r q_{i}=\min _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right)$.
where $B_{k}=\left(x_{1}, \cdots, x_{k}\right)$ denotes an orthogonal basis of dimension $k$ such that $\left\|x_{i}\right\|_{s}=r$ for $1 \leq i \leq k$ and $\alpha_{i} \in \mathbb{C}, \beta_{i} \in \mathbb{C}$ for all $i=1, \cdots, k$.

Proof. It suffices to prove the maximum version as the other has a similar proof, we will take $r$ to be 1 , as the same proof holds if $r \neq 1$. Let us suppose first that $E$ is of dimension $n=2$, take two orthonormal vectors $x_{1}$ and $x_{2}$ and since $\left(v_{1}, v_{2}\right)$ is a basis, necessarily we have

$$
\left\{\begin{array} { l } 
{ x _ { 1 } = \alpha v _ { 1 } + \beta v _ { 2 } } \\
{ x _ { 2 } = i v _ { 1 } + j v _ { 2 } } \\
{ | \alpha | ^ { 2 } + | \beta | ^ { 2 } = 1 \quad ( \| x _ { 1 } \| _ { s } = 1 ) } \\
{ | i | ^ { 2 } + | j | ^ { 2 } = 1 \quad ( \| x _ { 2 } \| _ { s } = 1 ) } \\
{ \alpha \overline { i } = - \beta \overline { j } \quad ( x _ { 1 } \perp x _ { 2 } ) } \\
{ | \alpha | ^ { 2 } | i | ^ { 2 } = | \beta | ^ { 2 } | j | ^ { 2 } }
\end{array} \Longrightarrow \left\{\begin{array}{l}
|\alpha|^{2}|i|^{2}+|\beta|^{2}|i|^{2}=i^{2} \\
|\beta|^{2}\left(|i|^{2}+|j|^{2}\right)=|i|^{2} \\
|\beta|^{2}=|i|^{2} \\
|\alpha|^{2}=|j|^{2}
\end{array}\right.\right.
$$

The max condition let us write

$$
\begin{aligned}
f\left(x_{1}\right) & \leq|\alpha|^{2} f\left(v_{1}\right)+|\beta|^{2} f\left(v_{2}\right) \\
f\left(x_{2}\right) & \leq|i|^{2} f\left(v_{1}\right)+|j|^{2} f\left(v_{2}\right)=|\beta|^{2} f\left(v_{1}\right)+|\alpha|^{2} f\left(v_{2}\right)
\end{aligned}
$$

adding both inequalities yields to $f\left(x_{1}\right)+f\left(x_{2}\right) \leq f\left(v_{1}\right)+f\left(v_{2}\right)$ and we have equality if $v_{1}=x_{1}$ and $x_{2}=v_{2}$. For any $n, n>2$ we can write:

$$
\left\{\begin{array}{c}
x_{1}=\alpha_{1,1} v_{1}+\alpha_{2,1} v_{2}+\cdots+\alpha_{n, 1} v_{n} \\
x_{2}=\alpha_{1,2} v_{1}+\alpha_{2,2} v_{2}+\cdots+\alpha_{n, 2} v_{n} \\
\vdots \\
x_{k}=\alpha_{1, k} v_{1}+\alpha_{2, k} v_{2}+\cdots+\alpha_{n, k} v_{n} \\
\left|\alpha_{1,1}\right|^{2}+\cdots+\left|\alpha_{n, 1}\right|^{2}=1 \quad\left(\left\|x_{1}\right\|_{s}=1\right) \\
\left|\alpha_{1,2}\right|^{2}+\cdots+\left|\alpha_{n, 2}\right|^{2}=1 \quad\left(\left\|x_{2}\right\|_{s}=1\right) \\
\vdots \\
\left|\alpha_{1, k}\right|^{2}+\cdots+\left|\alpha_{n, k}\right|^{2}=1 \quad\left(\left\|x_{k}\right\|_{s}=1\right)
\end{array}\right.
$$

Here we assume that $k<n$, let us take any two vectors from the orthonormal basis $\left(x_{1}, \cdots, x_{k}\right)$, we take the first $x$ to have the minimum $j$ with $\alpha_{j, i} \neq 0$ suppose $j=1$ and without loss of generality let it be $x_{1}$ and the other one $x_{i}$ for a certain $i<n$, from $x_{1} \perp x_{i}$ and $\left\|x_{i}\right\|_{s}=1$ we obtain

$$
\left\{\begin{array}{l}
\left|\alpha_{1, i}\right|^{2}+\cdots+\left|\alpha_{n, i}\right|^{2}=1 \\
\left|\alpha_{1,1}\right|^{2}+\cdots+\left|\alpha_{n, 1}\right|^{2}=1 \\
\overline{\alpha_{1,1}} \alpha_{1, i}=-\left(\overline{\alpha_{2,1}} \alpha_{2, i}+\cdots+\overline{\alpha_{n, 1}} \alpha_{n, i}\right)
\end{array}\right.
$$

Thus we get:

$$
\left\{\begin{array}{l}
\left|\alpha_{1,1} \alpha_{1, i}\right|^{2}=\left|\left(\overline{\alpha_{2,1}} \alpha_{2, i}+\cdots+\overline{\alpha_{n, 1}} \alpha_{n, i}\right)\right|^{2} \\
\left|\left(\overline{\alpha_{2,1}} \alpha_{2, i}+\cdots+\overline{\alpha_{n, 1}} \alpha_{n, i}\right)\right|^{2}+\left|\alpha_{2, i}\right|^{2}\left|\alpha_{1,1}\right|^{2} \cdots+\left|\alpha_{n, i}\right|^{2}\left|\alpha_{1,1}\right|^{2}=\left|\alpha_{1,1}\right|^{2} \\
\left|\left(\overline{\alpha_{2,1}} \alpha_{2, i}+\cdots+\overline{\alpha_{n, 1}} \alpha_{n, i}\right)\right|^{2}+\left|\alpha_{1,1}\right|^{2}\left(\left|\alpha_{2, i}\right|^{2}+\left|\alpha_{3, i}\right|^{2}+\cdots-1\right)=0 \\
\left|\alpha_{1, i}\right|^{2}=0
\end{array}\right.
$$

By iterating the same process this time applied to another vector say $x_{2}$ instead of $x_{1}$ we see that the family of orthonormal vectors we have taken $\left(x_{1}, \cdots, x_{k}\right)$ is of this
form

$$
\left\{\begin{array}{l}
x_{1}=\alpha_{1,1} v_{1}+\alpha_{2,1} v_{2}+\cdots+\alpha_{n, 1} v_{n} \\
x_{2}=\alpha_{2,2} v_{2}+\cdots+\alpha_{n, 2} v_{n} \\
\vdots \\
x_{k-1}=\alpha_{k-1, k-1} v_{k-1}+\cdots+\alpha_{n, k-1} v_{n} \\
x_{k}=\alpha_{k, k} v_{k}+\cdots+\alpha_{n, k} v_{n}
\end{array}\right.
$$

where any of the indexed $\alpha$ could be equal zero. Consider $k<n$, by hypothesis we get $f\left(x_{i}\right) \leq f\left(v_{i}\right)$ summing over $i$ we get the required result, if $k=n$ we see that we can have $x_{n-1}=\alpha_{n-1, n-1} v_{n-1}+\alpha_{n-1, n} v_{n}$ and $x_{n}=\alpha_{n, n-1} v_{n-1}+\alpha_{n, n} v_{n}$ again by hypothesis and the case we discussed earlier; that is, when the dimension of $E$ equals 2 we get $f\left(x_{n}\right)+f\left(x_{n-1}\right) \leq f\left(v_{n-1}\right)+f\left(v_{n}\right)$ and that completes the proof.


Figure 1: The max condition for a function $f$ over a 4 dimensional space $E$, where the red marks are the possible $f\left(x_{i}\right), i=1, \cdots, 4$ if $\left(x_{1}, \cdots, x_{4}\right)$ is an orthonormal basis.

Notice that $f\left(v_{n}\right) \leq \cdots \leq f\left(v_{1}\right)$ and $f\left(w_{n}\right) \geq \cdots \geq f\left(w_{1}\right)$. The proof of Lemma 3.1 suggests that we can relax the max and min conditions, keeping the same terminology, we obtain

Corollary 3.1. Let $k \leq n, m<z$ and $f$ the function considered defined from $B_{r}$ to $\mathbb{R}$.

- If $f\left(\operatorname{span}\left(v_{z}, \cdots, v_{m}\right)\right) \leq r f\left(v_{m}\right)$ and

$$
\begin{aligned}
& f\left(\alpha_{n-1} v_{n-1}+\alpha_{n} v_{n}\right)+f\left(\beta_{n-1} v_{n-1}+\beta_{n} v_{n}\right) \leq r\left(f\left(v_{n-1}\right)+f\left(v_{n}\right)\right) \\
& \text { then } \sum_{i=1}^{k} r h_{i}=\max _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right) . \text { In addition if } f \text { is positive valued we have also } \\
& \prod_{i=1}^{k} r h_{i}=\max _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right) .
\end{aligned}
$$

- If $f\left(\operatorname{span}\left(v_{z}, \cdots, v_{m}\right)\right) \leq f\left(v_{m}\right)$ and

$$
f\left(\alpha_{n-1} v_{n-1}+\alpha_{n} v_{n}\right)+f\left(\beta_{n-1} v_{n-1}+\beta_{n} v_{n}\right) \leq f\left(v_{n-1}\right)+f\left(v_{n}\right)
$$

then $\sum_{i=1}^{k} h_{i}=\max _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right)$. In addition if $f$ is positive valued we have also $\prod_{i=1}^{k} h_{i}=\max _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right)$.

- If $f\left(\operatorname{span}\left(w_{z}, \cdots, w_{m}\right)\right) \geq r f\left(w_{z}\right)$ and

$$
\begin{aligned}
& f\left(\alpha_{n-1} w_{n-1}+\alpha_{n} w_{n}\right)+f\left(\beta_{n-1} w_{n-1}+\beta_{n} w_{n}\right) \geq r\left(f\left(w_{n-1}\right)+f\left(w_{n}\right)\right) \\
& \text { then } \sum_{i=1}^{k} r q_{i}=\min _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right) . \text { In addition if } f \text { is positive valued we have also } \\
& \prod_{i=1}^{k} r q_{i}=\min _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right) .
\end{aligned}
$$

- If $f\left(\operatorname{span}\left(w_{z}, \cdots, w_{m}\right)\right) \geq f\left(w_{z}\right)$ and

$$
\begin{aligned}
& \quad f\left(\alpha_{n-1} w_{n-1}+\alpha_{n} w_{n}\right)+f\left(\beta_{n-1} w_{n-1}+\beta_{n} w_{n}\right) \geq f\left(w_{n-1}\right)+f\left(w_{n}\right) \\
& \text { then } \sum_{i=1}^{k} q_{i}=\min _{B_{k}} \sum_{i=1}^{k} f\left(x_{i}\right) . \text { In addition if } f \text { is positive valued then we have also } \\
& \prod_{i=1}^{k} q_{i}=\min _{B_{k}} \prod_{i=1}^{k} f\left(x_{i}\right) .
\end{aligned}
$$

where $B_{k}=\left(x_{1}, \cdots, x_{k}\right)$ denotes an orthogonal basis of dimension $k$ such that $\left\|x_{i}\right\|_{s}=r$ for $1 \leq i \leq k$ and $\alpha_{i} \in \mathbb{C}, \beta_{i} \in \mathbb{C}$ for $i=n-1, n$.

Here is an example showing that the conditions in Lemma 3.1 are necessary.
Example 3.1. Let

$$
\begin{aligned}
f: \mathbb{R}^{2} & \rightarrow \mathbb{R} \\
u=(x, y) & \rightarrow \ln (|x+\epsilon|) .
\end{aligned}
$$

where $\epsilon$ is a strictly positive number to be fixed, we verify then that $h_{1}=\ln (|1+\epsilon|)$ $=\max _{\|x\|_{s}=1} \ln (|x+\epsilon|)=f\left(v_{1}\right)$, by taking $v_{1}=(1,0), v_{2}=(0, \pm 1), x_{1}=\left(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)$ and $x_{2}=\left(\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right)$ we have $v_{1} \perp v_{2}, x_{1} \perp x_{2}$ but

$$
f\left(v_{1}\right)+f\left(v_{2}\right)=\ln (\epsilon(1+\epsilon))=h_{1}+h_{2}<f\left(x_{1}\right)+f\left(x_{2}\right)=\ln \left(\sqrt{2}+0.5+\epsilon^{2}\right)
$$

whenever $\epsilon<0.5+\sqrt{2}$.

Lemma 3.1 and the previous results will entail important variational representations concerning the sum and product of eigenvalues and singular values:

Corollary 3.2 (Ky-Fan principle). Let $H$ be an $n \times n$ Hermitian matrix such that $\lambda_{1} \geq \cdots, \geq \lambda_{n}$ are the eigenvalues of $H$ in decreasing order. For any $1 \leq k \leq n$

$$
\begin{align*}
\sum_{i=1}^{k} \lambda_{i}(H) & =\max _{U^{*} U=I_{k}} \operatorname{tr}\left(U^{*} H U\right)  \tag{2}\\
\sum_{i=1}^{k} \lambda_{n-i+1}(H) & =\min _{U^{*} U=I_{k}} \operatorname{tr}\left(U^{*} H U\right) \tag{3}
\end{align*}
$$

And if $H$ is P.S.D that is $\lambda_{n}$ is nonnegative we have

$$
\begin{align*}
\prod_{i=1}^{k} \lambda_{i}(H) & =\max _{U^{*} U=I_{k}} \operatorname{det}\left(U^{*} H U\right)  \tag{4}\\
\prod_{i=1}^{k} \lambda_{n-i+1}(H) & =\min _{U^{*} U=I_{k}} \operatorname{det}\left(U^{*} H U\right) . \tag{5}
\end{align*}
$$

Proof. It suffices to notice that $\max _{U^{*} U=I_{k}} \operatorname{tr}\left(U^{*} H U\right)=\max _{x_{i}^{*} x_{j}=\delta_{i j}} \sum_{i=1}^{k} x_{i}^{*} H x_{i}$ applying Proposition 2.1 and Lemma 3.1 to the function $f(x)=x^{*} H x$ completes the proof, since $f\left(\operatorname{span}\left(v_{z}, \cdots, v_{m}\right)\right) \leq f\left(v_{m}\right)$ when $m<z$ (see Proposition 1.1) and for all $i$ we have $f\left(\alpha_{i} v_{i}+\alpha_{i+1} v_{i+1}\right)=\left|\alpha_{i}\right|^{2} f\left(v_{i}\right)+\left|\alpha_{i+1}\right|^{2} f\left(v_{i+1}\right)$. For the product assertion if $H$ is P.S.D we have $\max _{U^{*} U=I_{k}} \operatorname{det}\left(U^{*} H U\right)=\max _{x_{i}^{*} x_{j}=\delta_{i j}}\left(x_{i}^{*} H x_{j}\right)$ but since $U^{*} H U$ is Hermitian we can suppose that it is a diagonal matrix we apply again Proposition 2.1 and Lemma 3.1 to the positive valued function $f(x):=x^{*} H x$ to complete the proof. The minimum versions are similarly proven.

Definition 3.1. A matrix $P \in \mathbb{M}_{m, n}$ is said to be a rank $k$ partial isometry or a $k$ partial isometry if $\sigma_{1}(P)=\cdots=\sigma_{k}(P)=1$ and all other singular values are equal to zero.

Let us denote the set of the rank $k$ partial isometries in $\mathbb{M}_{m, n}$ by $L_{m, n}^{k}$.
Corollary 3.3. Let $A \in \mathbb{M}_{m, n}$ have singular values $\sigma_{1}(A) \geq \cdots \geq \sigma_{q}(A) \geq 0$, where
$q=\min \{m, n\}$. For each $k=1, \cdots, q$ we have :

$$
\begin{align*}
\sum_{i=1}^{k} \sigma_{i}(A) & =\max \left\{\left|\operatorname{tr} X^{*} A Y\right|: X \in \mathbb{M}_{m, k}, Y \in \mathbb{M}_{n, k}, X^{*} X=I=Y^{*} Y\right\}  \tag{6}\\
& =\max \left\{\operatorname{Re}\left(\operatorname{tr} X^{*} A Y\right): X \in \mathbb{M}_{m, k}, Y \in \mathbb{M}_{n, k}, X^{*} X=I=Y^{*} Y\right\}  \tag{7}\\
& =\max \left\{|\operatorname{tr} A P|: P \in L_{n, m}^{k}\right\} \tag{8}
\end{align*}
$$

Proof. (6) and (7) representations will follow from Theorem 2.1and a direct generalization of Lemma 3.1. Let us show first that they are equivalent to the last one. If $X \in \mathbb{M}_{m, k}$ and $Y \in \mathbb{M}_{n, k}$ satisfy $Y^{*} Y=I=X^{*} X$, $\operatorname{tr} X^{*} A Y=\operatorname{tr} A Y X^{*}$ and $C:=Y X^{*} \in \mathbb{M}_{n, m}$ has $C^{*} C=X Y^{*} Y X^{*}=X X^{*}$. Since the $k$ largest singular values of $X X^{*}$ are the same as those of $X^{*} X=I \in \mathbb{M}_{k}$, we conclude that $C=Y X^{*}$ is a rank $k$ partial isometry. Conversely, if $C \in \mathbb{M}_{n, m}$ is a given rank $k$ partial isometry, then the singular value decomposition of $C$ is

$$
C=W \Sigma V=\left(\begin{array}{ll}
W_{n, k} & *
\end{array}\right)\left(\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right)\binom{V_{m, k}}{*}=W_{n, k} V_{k, m}=W_{n, k}\left(V_{k, m}^{*}\right)^{*}
$$

and we verify that $W_{n, k}^{*} W_{n, k}=I_{k}=V_{k, m}^{*} V_{k, m}$. Thus the asserted variational formulas are equivalent. For (6) and (7), recall from Theorem 2.1 that

$$
\sigma_{k}(A)=\max _{\substack{x \in \operatorname{span}\left\{t_{1}, \cdots, t_{k-1}\right\}^{\perp} \\ y \in \operatorname{span}\left\{s_{1}, \cdots, s_{k-1}\right\}^{\perp}}} \frac{x^{*} A y}{\|x\|\|y\|}
$$

for all $k \leq \min (m, n)$, where we had $x^{*} A y=x^{*} W \Sigma V y=\sum_{i=1}^{n} \sigma_{i}\left(x^{*} t_{i}\right)\left(s_{i}^{*} y\right)$. This summation makes sense since $\sigma_{i}=0$ if $i>\min (m, n)$. If we consider adopting the proof of the max condition in Lemma 3.1 to $f(x, y)=\left|x^{*} A y\right|$, the max condition would be slightly different, if $f(x)$ is the function defined from $B_{1} \times B_{1}$ to $\mathbb{R}$ by $f(x, y)=\left|x^{*} A y\right|$ then we have from the expression of $f(x)$ that whenever $z<l$ and $p<j f\left(\operatorname{span}\left(t_{z}, \cdots, t_{l}\right), \operatorname{span}\left(s_{p}, \cdots, s_{j}\right)\right) \leq f\left(t_{u}, s_{u}\right)$ where $u:=\min (z, p)$, we only need to show that

$$
f\left(c t_{i}+e t_{i+1}, d s_{i}+a s_{i+1}\right)+f\left(w t_{i}+r t_{i+1}, l s_{i}+o s_{i+1}\right) \leq f\left(t_{i}, s_{i}\right)+f\left(t_{i+1}, s_{i+1}\right)
$$

for any complex numbers $c, e, d, r, o, w, a, l$ and all $i, i=1, \cdots \min (m, n)$. Now fix $x_{1}=c t_{i}+e t_{i+1}, y_{1}=d s_{i}+a s_{i+1}, x_{2}=w t_{i}+r t_{i+1}$ and $y_{2}=l s_{i}+o s_{i+1}, y_{2} \perp y_{1}$
and $x_{2} \perp x_{1},\left\|x_{1}\right\|_{s}=\left\|y_{1}\right\|_{s}=\left\|y_{2}\right\|_{s}=\left\|x_{2}\right\|_{s}=1$, similarly to Lemma 3.1 from the orthogonality-norm conditions

$$
\left\{\begin{array}{l}
|d|^{2}=|o|^{2} \\
|l|^{2}=|a|^{2} \\
|c|^{2}=|r|^{2} \\
|w|^{2}=|e|^{2}
\end{array}\right.
$$

and by the Cauchy-Schwartz inequality i will assume that all our complex scalars are real 'positive' because $f\left(c t_{i}+e t_{i+1}, d s_{i}+r s_{i+1}\right)+f\left(w t_{i}+r t_{i+1}, l s_{i}+o s_{i+1}\right) \leq$ $f\left(|c| t_{i}+|e| t_{i+1},|d| s_{i}+|r| s_{i+1}\right)+f\left(|w| t_{i}+|r| t_{i+1},|l| s_{i}+|o| s_{i+1}\right)$ and the upper bound is well in the range of the function $f$ which is restricted to $B_{1} \times B_{1}$. The assumption tells us that $c=r, a=l, o=d, w=e$, compute to get

$$
f\left(x_{1}, y_{1}\right)+f\left(x_{2}, y_{2}\right)=\left(\sigma_{i}+\sigma_{i+1}\right)(c d+e a) \leq f\left(t_{i}, s_{i}\right)+f\left(t_{i+1}, s_{i+1}\right)=\sigma_{i}+\sigma_{i+1}
$$

if and only if $c d+e a \leq 1$, but $c^{2}+e^{2}=d^{2}+a^{2}=1$ thus if $m:=a-c$

$$
\begin{align*}
\sqrt{1-e^{2}} \sqrt{1-a^{2}}+e a \leq 1 & \Longleftrightarrow\left(1-c^{2}\right)\left(1-a^{2}\right) \leq(1-a c)^{2}  \tag{9}\\
& \Longleftrightarrow(1-c)(1+a)(1-a)(1+c) \leq(1-c a)^{2}  \tag{10}\\
& \Longleftrightarrow(1-c a-m)(1-c a+m) \leq(1-c a)^{2}  \tag{11}\\
& \Longleftrightarrow(1-c a)^{2}-m^{2} \leq(1-a c)^{2} \tag{12}
\end{align*}
$$

By using Theorem 2.1 and applying Lemma 3.1 the proof is completed.

Since $f(x, y)$ is positive valued, a direct consequence of this characterization is that for any $k \leq \min (m, n), \prod_{i=1}^{k} \sigma_{i}=\max _{B_{k}, C_{k}} \prod_{i=1}^{k} f\left(x_{i}, y_{i}\right)$, where $B_{k}=\left(x_{1}, \cdots, x_{k}\right)$ and $C_{k}=\left(y_{1}, \cdots, y_{k}\right)$ are two orthonormal basis of $\mathbb{C}^{k}$. We can do a similar generalization to the min condition for the function $f(x, y)$ as the following corollary shows:

Corollary 3.4. For $k \leq \min (m, n), A \in \mathbb{M}_{m, n}(\mathbb{C})$ fixed, define $f_{A}$ as:

$$
\begin{aligned}
f_{A}:\left\{(x, y) \in \mathbb{C}^{m} \times \mathbb{C}^{n} ;\|x\|_{s}=\|y\|_{s}=1\right\} & \rightarrow \mathbb{R} \\
(x, y) & \rightarrow\left|x^{*} A y\right|
\end{aligned}
$$

and
$\mathfrak{q}_{1}:=\min \left\{f_{A}(x, y),\|x\|_{s}=\|y\|_{s}=1\right\}$ so $\mathfrak{q}_{1}=f_{A}\left(d_{1}, e_{1}\right)$ for some $\left(d_{1}, e_{1}\right) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$.
$\mathfrak{q}_{2}:=\min \left\{f_{A}(x, y),\|x\|_{s}=\|y\|_{s}=1, x \perp d_{1}, y \perp e_{1}\right\}$
so $\mathfrak{q}_{2}=f_{A}\left(d_{2}, e_{2}\right)$ for some $\left(d_{2}, e_{2}\right) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$.
$\vdots$
$\mathfrak{q}_{k}:=\min \left\{f(x, y),\|x\|_{s}=\|y\|_{s}=1, x \perp d_{1}, \cdots, d_{k-1}, y \perp e_{1}, \cdots, e_{k-1}\right\}$
so $\mathfrak{q}_{k}=f\left(d_{k}, e_{k}\right)$ for some $\left(d_{k}, e_{k}\right) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$.
then we have

$$
\begin{align*}
\sum_{i=1}^{k} \mathfrak{q}_{i} & =\min \left\{\left|\operatorname{tr} X^{*} A Y\right|: X \in \mathbb{M}_{m, k}, Y \in \mathbb{M}_{n, k}, X^{*} X=I=Y^{*} Y\right\}  \tag{13}\\
& =\min _{B_{k}, C_{k}} \sum_{i=1}^{k} f\left(x_{i}, y_{i}\right):=\mathfrak{w}=0 \tag{14}
\end{align*}
$$

where $x_{i}$ is a column of $X, y_{i}$ a column of $Y, B_{k}=\left(x_{1}, \cdots, x_{k}\right)$ and $C_{k}=\left(y_{1}, \cdots, y_{k}\right)$

Proof. Since is $f_{A}(x, y)$ is positive, if we showed that for all $k \leq \min (m, n)$ we have $\sum_{i=1}^{k} \mathfrak{q}_{i}=0$, then $\sum_{\mathfrak{B}_{k}, \mathfrak{C}_{k}, i=1}^{k} f\left(x_{i}, y_{i}\right)$ is necessarily nothing but $\mathfrak{w}$ where $\mathfrak{B}_{k} \equiv\left(d_{1}, \cdots, d_{k}\right)$ and $\mathfrak{C}_{k} \equiv\left(e_{1}, \cdots, e_{k}\right)$. Recall from Theorem 2.1 that

$$
f_{A}=\left|x^{*} A y\right|=\left|x^{*} W \Sigma V y\right|=\left|\sum_{i=1}^{n} \sigma_{i}\left(x^{*} t_{i}\right)\left(s_{i}^{*} y\right)\right|
$$

We seek the minimum: $\mathfrak{q}_{1}$ of $f_{A}$ over $B_{1} \times B_{1}$, let us take the two orthonormal basis of dimension $k, T_{k}=\left(t_{1}, \cdots, t_{k}\right)$ and $S_{k}=\left(s_{1}, \cdots, s_{k}\right)$ where $\left(t_{1}, \cdots, t_{k}\right)$ are the columns of $W$ and $\left(s_{1}, \cdots, s_{k}\right)$ are the columns of $V^{*}$, set $S_{\mathfrak{d}(k)}$ to be the orthonormal basis $\left(s_{\mathfrak{d}(1)}, \cdots, s_{\mathfrak{d}(k)}\right)=\left(\mathfrak{a}_{1}, \cdots, \mathfrak{a}_{k}\right)$ where $\mathfrak{d}$ is a permutation with no fixed point then by a direct computation we can take explicitly $\mathfrak{B}_{k}$ to be the basis $\left(t_{1}, \cdots, t_{k}\right), \mathfrak{C}_{k}$ to be $S_{\mathfrak{d}(k)}$ which is previously defined and get

$$
\begin{gather*}
\mathfrak{q}_{1}=f_{A}\left(t_{1}, \mathfrak{a}_{1}\right)=0  \tag{15}\\
\mathfrak{q}_{2}=f_{A}\left(t_{2}, \mathfrak{a}_{2}\right)=0  \tag{16}\\
\vdots  \tag{17}\\
\vdots  \tag{18}\\
\mathfrak{q}_{k}=f_{A}\left(t_{k}, \mathfrak{a}_{k}\right)=0
\end{gather*}
$$

Another way to see the result is to apply the generalization form of Corollary 3.1\} that is, when the function is defined on a product space $\mathbb{C}^{m} \times \mathbb{C}^{n}$; we need to show, first if $z<l, p<j$ and $o=\max (l, j)$ that

$$
f_{A}\left(\operatorname{span}\left(d_{z}, \cdots, d_{l}\right), \operatorname{span}\left(e_{p}, \cdots, e_{j}\right)\right) \geq f\left(d_{o}, e_{o}\right)=0
$$

which is true, second if we consider without loss of generality that $m \leq n$ we should have for any $\alpha_{i} \in \mathbb{C}, \beta_{i} \in \mathbb{C}$ with $m-1 \leq i \leq n$ :

$$
f_{A}\left(\alpha_{m-1} d_{m-1}+\alpha_{m} d_{m}, \sum_{i=m-1}^{n} \beta_{i} e_{i}\right) \geq f_{A}\left(d_{m-1}, e_{m-1}\right)+f_{A}\left(d_{m}, e_{m}\right):=0+0=0
$$

which is also true and that completes the proof.

## References

[1] F.Zhang, Matrix Theory Basic Results and Techniques, $2^{\text {nd }}$ Edition (Universitext) Springer, 2013.
[2] R. A. Horn and C. R Johnson, Topics in Matrix Analysis, Cambridge University Press, New York, 1991.

