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Abstract

The main result i present is extending by a very basic lemma the Ky-Fan

principle to a larger set of functions satisfying certain conditions.

Keywords : Matrix Analysis, Hermitian matrices, variational characterization, Ky-

Fan principle.

1 Introduction

The numerical range of a Hermitian matrix A is called the Rayliegh Quotient RA(v)

which is the application (Rayleigh quotient):

RA : Cn\{0} → R

v → v∗Av

v∗v
.

This application is well defined because v∗v = ‖v‖2 is real and v∗Av is real. The set

of m× n complex matrices is denoted by Mm,n(C).

Proposition 1.1. Let A be a square matrix, and (vi, v2, · · · , vn) the orthonormal basis

of eigenvectors corresponding to the set of eigenvalues λi, i = 1, · · · , n, that is Avi =

λivi. Then:

1. λk = RA(vk) and the range of RA is [λn, λ1].

2. λ1 = sup
v

(RA(v)) = RA(B) , λn = inf
v

(RA(v)) = RA(C)

where B is the subspace of eigenvectors corresponding to λ1 and C is the subspace

of eigenvectors corresponding to λn.

More specifically:
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3. Let Vk be the subspace of Cn spanned by {v1, v2, · · · , vk},

and Wk =span {vk+1, · · · , vn} = Vk
⊥

λk = inf
v∈Vk

(RA(v)) and λk = sup
v∈Wk−1

(RA(v))

Remark 1. Note the difference between (1) and (2) : in (2) the two eigenvalues are

uniquely determined by B and C respectively. Obviously the dimension of Wk−1 is

n− k + 1, and dim(Vk) is equal to k.

Proof. Recall that for a Hermitian matrix A there is an orthonormal basis in which A

is a diagonal matrix : ∆ = diag(λ1, λ2, ..., λn) so taking any vector v in Cn and writing

(α1, α2, ..., αn) as its coordinates in that base:

v∗Av = (α1, α2, · · · , αn)∆


α1

α2
...

αn

 =
n∑
i=1

λi|αi|2. (1)

We get this formula:

RA(v) =

∑n
i=1 λi|αi|2∑n
i=1 |αi|2

As a matter of fact this implies RA(span{vi, · · · , vj}) = [λi, λj ] and that completes the

proof.

2 Max principle

In this section let λ1 ≤ · · · ≤ λn denote the eigenvalues and (v1, · · · , vn) the corre-

sponding eigenvectors of an n × n Hermitian matrix A, and let σ1 ≤ · · · ≤ σn be the

singular values of A. Another yet equivalent form of Proposition 1.1 is:

Proposition 2.1. Let A be an n× n Hermitian matrix then

λ1(A) = max{RA(v)} so λ1 = RA(v1) for some v1 ∈ Cn.
...

λk(A) = max{RA(v), v ⊥ v1, v2, · · · , vk−1} and

λk = RA(vk) for some vk ⊥ v1, v2, · · · , vk−1.
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Proof. The characterization of λ1 is already proved, since the unit ball is a compact

set of Cn and every closed set in a compact is compact, the continuous function x∗Ax

will attains its maximum on all described sets, we need to show the proposition for λ2

and the rest follows easily; take any vector w such that w ⊥ v1 i.e w orthogonal to

v1, then w =
n∑
i=2

αivi but from Proposition 1.1 RA(span{vn, · · · , v2}) = [λn, λ2], thus

RA(w) ≤ RA(v2) since v2 ⊥ v1, this completes the proof.

Corollary 2.1. Let A be an m× n matrix, and let σ1 ≥ · · · ≥ σn denotes the singular

values of A, we have

σ1(A) = max{‖Ax‖, ‖x‖ = 1} so σ1 = ‖Ax1‖ for some x1 ∈ Cn.
...

σk(A) = max{‖Ax‖, x ⊥ x1, x2, · · · , xk−1, ‖x‖ = 1} and

σk = ‖Axk‖ for some xk ⊥ x1, x2, · · · , xk−1.

Proof. Since σ2i (A) are the eigenvalues of A∗A, and ‖Ax‖2 =
〈
Ax,Ax

〉
=
〈
A∗Ax, x

〉
for every x ∈ Cn, we get the desired representation from Proposition 2.1.

Theorem 2.1. Let A ∈ Mm,n(C) If A = WΣV is the singular value decomposition,

W =

(
t1 ··· tm
... ···

...

)
and V ∗ =

( s1 ··· sn
... ···

...

)
we have:

σ1(A) = max
|x∗Ay|
‖x‖‖y‖

and σk(A) = max
x∈span{t1,··· ,tk−1}⊥

y∈span{s1,··· ,sk−1}⊥

|x∗Ay|
‖x‖‖y‖

for all k ≤ min(m,n).

Proof. Let x and y both be unit vectors, x ∈ Cm and y ∈ Cn, W (respectively V ) is

an m ×m (respectively n × n) unitary matrix, we first expand the quadratic form in

terms of the S.V.D of A:

|x∗Ay| = |x∗WΣV y| =

∣∣∣∣∣
n∑
i=1

σi(x
∗ti)(s

∗
i y)

∣∣∣∣∣ ≤ σ1.
where the last inequality holds because x and y are both unit vectors. This bound is

attained by x = t1 and y = s1 so σ1 is the optimal value of the optimization problem:

max
x,y

|x∗Ay|
‖x‖‖y‖

. To characterize the smaller singular values, we constrain x and y to lie
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in span {t1, · · · , tk−1}⊥ and span {s1, · · · , sk−1}⊥ respectively. Then we can ignore the

k − 1 largest singular values and

|x∗Ay| =

∣∣∣∣∣
n∑
i=k

σi(x
∗ti)(s

∗
i y)

∣∣∣∣∣ ≤ σk.
this bound is attained by x = tk and y = sk so σk is the optimal value of the optimiza-

tion problem:

max
x∈span{t1,··· ,tk−1}⊥

y∈span{s1,··· ,sk−1}⊥

|x∗Ay|
‖x‖‖y‖

3 Variational characterizations

Lemma 3.1. Let E be a K-Hilbert space (K ≡ R or C) of dimension n and let f be a

continuous function from E to R. If r > 0 is any fixed real number, Set:

h1 := max{f(x), ‖x‖s = r} so h1 = f(v1) for some v1 ∈ Cn.

h2 := max{f(x), ‖x‖s = r, x ⊥ v1} so h2 = f(v2) for some v2 ∈ Cn.
...

hn := max{f(x), ‖x‖s = r, x ⊥ v1, v2, · · · , vn−1}

so hn = f(vn) for some vn ⊥ v1, · · · , vn−1.

and set:

q1 := min{f(x), ‖x‖s = r} so q1 = f(w1) for some w1 ∈ Cn.

q2 := min{f(x), ‖x‖s = r, x ⊥ w1} so q2 = f(w2) for some w2 ∈ Cn.
...

qn := min{f(x), ‖x‖s = r, x ⊥ w1, w2, · · · , wn−1}

so qn = f(wn) for some wn ⊥ w1, w2, · · · , wn−1.

A ≡ (v1, · · · , vn) and B ≡ (w1, · · · , wn) are two orthonormal basis of E. Let k ≤ n,

and m < z since we study f on the ball of radius r denoted Br we will suppose that

our function f is only defined from Br to R.
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• If f(span(vz, · · · , vm)) ≤ rf(vm) and f(αivi+αi+1vi+1) ≤
i+1∑
j=i

|αj |2f(vj) (max con-

dition) for all i = 1, · · · , n then
k∑
i=1

rhi = max
Bk

k∑
i=1

f(xi), if f is positive valued

we have also
k∏
i=1

rhi = max
Bk

k∏
i=1

f(xi).

• If f(span(wz, · · · , wm)) ≥ rf(wz) and f(αiwi + αi+1wi+1) ≥
i+1∑
j=i

|αj |2f(wj)

(min condition) for all i = 1, · · · , n then
k∑
i=1

rqi = min
Bk

k∑
i=1

f(xi), if f is posi-

tive valued we have also

k∏
i=1

rqi = min
Bk

k∏
i=1

f(xi).

where Bk = (x1, · · · , xk) denotes an orthogonal basis of dimension k such that ‖xi‖s = r

for 1 ≤ i ≤ k and αi ∈ C, βi ∈ C for all i = 1, · · · , k.

Proof. It suffices to prove the maximum version as the other has a similar proof, we

will take r to be 1, as the same proof holds if r 6= 1. Let us suppose first that E is of

dimension n = 2, take two orthonormal vectors x1 and x2 and since (v1, v2) is a basis,

necessarily we have

x1 = αv1 + βv2

x2 = iv1 + jv2

|α|2 + |β|2 = 1 (‖x1‖s = 1)

|i|2 + |j|2 = 1 (‖x2‖s = 1)

αī = −βj̄ (x1 ⊥ x2)

|α|2|i|2 = |β|2|j|2

=⇒



|α|2|i|2 + |β|2|i|2 = i2

|β|2(|i|2 + |j|2) = |i|2

|β|2 = |i|2

|α|2 = |j|2

The max condition let us write

f(x1) ≤ |α|2f(v1) + |β|2f(v2)

f(x2) ≤ |i|2f(v1) + |j|2f(v2) = |β|2f(v1) + |α|2f(v2)

adding both inequalities yields to f(x1) + f(x2) ≤ f(v1) + f(v2) and we have equality

if v1 = x1 and x2 = v2. For any n, n > 2 we can write:
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

x1 = α1,1v1 + α2,1v2 + · · ·+ αn,1vn

x2 = α1,2v1 + α2,2v2 + · · ·+ αn,2vn

...

xk = α1,kv1 + α2,kv2 + · · ·+ αn,kvn

|α1,1|2 + · · ·+ |αn,1|2 = 1 (‖x1‖s = 1)

|α1,2|2 + · · ·+ |αn,2|2 = 1 (‖x2‖s = 1)

...

|α1,k|2 + · · ·+ |αn,k|2 = 1 (‖xk‖s = 1)

Here we assume that k < n, let us take any two vectors from the orthonormal ba-

sis (x1, · · · , xk), we take the first x to have the minimum j with αj,i 6= 0 suppose j = 1

and without loss of generality let it be x1 and the other one xi for a certain i < n,

from x1 ⊥ xi and ‖xi‖s = 1 we obtain



|α1,i|2 + · · ·+ |αn,i|2 = 1

|α1,1|2 + · · ·+ |αn,1|2 = 1

α1,1α1,i = −(α2,1α2,i + · · ·+ αn,1αn,i)

Thus we get:

|α1,1α1,i|2 = |(α2,1α2,i + · · ·+ αn,1αn,i)|2

|(α2,1α2,i + · · ·+ αn,1αn,i)|2 + |α2,i|2|α1,1|2 · · ·+ |αn,i|2|α1,1|2 = |α1,1|2

|(α2,1α2,i + · · ·+ αn,1αn,i)|2 + |α1,1|2(|α2,i|2 + |α3,i|2 + · · · − 1) = 0

|α1,i|2 = 0.

By iterating the same process this time applied to another vector say x2 instead of

x1 we see that the family of orthonormal vectors we have taken (x1, · · · , xk) is of this
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form 

x1 = α1,1v1 + α2,1v2 + · · ·+ αn,1vn

x2 = α2,2v2 + · · ·+ αn,2vn

...

xk−1 = αk−1,k−1vk−1 + · · ·+ αn,k−1vn

xk = αk,kvk + · · ·+ αn,kvn

where any of the indexed α could be equal zero. Consider k < n, by hypothesis we

get f(xi) ≤ f(vi) summing over i we get the required result, if k = n we see that we

can have xn−1 = αn−1,n−1vn−1 + αn−1,nvn and xn = αn,n−1vn−1 + αn,nvn again by

hypothesis and the case we discussed earlier; that is, when the dimension of E equals

2 we get f(xn) + f(xn−1) ≤ f(vn−1) + f(vn) and that completes the proof.

Figure 1: The max condition for a function f over a 4 dimensional space E, where the

red marks are the possible f(xi), i = 1, · · · , 4 if (x1, · · · , x4) is an orthonormal basis.

Notice that f(vn) ≤ · · · ≤ f(v1) and f(wn) ≥ · · · ≥ f(w1). The proof of

Lemma 3.1 suggests that we can relax the max and min conditions, keeping the same

terminology, we obtain

Corollary 3.1. Let k ≤ n, m < z and f the function considered defined from Br to

R.

• If f(span(vz, · · · , vm)) ≤ rf(vm) and

f(αn−1vn−1 + αnvn) + f(βn−1vn−1 + βnvn) ≤ r(f(vn−1) + f(vn))

then
k∑
i=1

rhi = max
Bk

k∑
i=1

f(xi). In addition if f is positive valued we have also

k∏
i=1

rhi = max
Bk

k∏
i=1

f(xi).
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• If f(span(vz, · · · , vm)) ≤ f(vm) and

f(αn−1vn−1 + αnvn) + f(βn−1vn−1 + βnvn) ≤ f(vn−1) + f(vn)

then

k∑
i=1

hi = max
Bk

k∑
i=1

f(xi). In addition if f is positive valued we have also

k∏
i=1

hi = max
Bk

k∏
i=1

f(xi).

• If f(span(wz, · · · , wm)) ≥ rf(wz) and

f(αn−1wn−1 + αnwn) + f(βn−1wn−1 + βnwn) ≥ r(f(wn−1) + f(wn))

then
k∑
i=1

rqi = min
Bk

k∑
i=1

f(xi). In addition if f is positive valued we have also

k∏
i=1

rqi = min
Bk

k∏
i=1

f(xi).

• If f(span(wz, · · · , wm)) ≥ f(wz) and

f(αn−1wn−1 + αnwn) + f(βn−1wn−1 + βnwn) ≥ f(wn−1) + f(wn)

then

k∑
i=1

qi = min
Bk

k∑
i=1

f(xi). In addition if f is positive valued then we have also

k∏
i=1

qi = min
Bk

k∏
i=1

f(xi).

where Bk = (x1, · · · , xk) denotes an orthogonal basis of dimension k such that ‖xi‖s = r

for 1 ≤ i ≤ k and αi ∈ C, βi ∈ C for i = n− 1, n.

Here is an example showing that the conditions in Lemma 3.1 are necessary.

Example 3.1. Let

f : R2 → R
u = (x, y) → ln(|x+ ε|).

where ε is a strictly positive number to be fixed, we verify then that h1 = ln(|1 + ε|)

= max
‖x‖s=1

ln(|x + ε|) = f(v1), by taking v1 = (1, 0), v2 = (0,±1), x1 =

(√
2

2
,

√
2

2

)
and

x2 =

(√
2

2
,−
√

2

2

)
we have v1 ⊥ v2, x1 ⊥ x2 but

f(v1) + f(v2) = ln(ε(1 + ε)) = h1 + h2 < f(x1) + f(x2) = ln(
√

2 + 0.5 + ε2)

whenever ε < 0.5 +
√

2.
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Lemma 3.1 and the previous results will entail important variational represen-

tations concerning the sum and product of eigenvalues and singular values:

Corollary 3.2 (Ky-Fan principle). Let H be an n × n Hermitian matrix such that

λ1 ≥ · · · ,≥ λn are the eigenvalues of H in decreasing order. For any 1 ≤ k ≤ n

k∑
i=1

λi(H) = max
U∗U=Ik

tr (U∗HU) (2)

k∑
i=1

λn−i+1(H) = min
U∗U=Ik

tr (U∗HU) (3)

And if H is P.S.D that is λn is nonnegative we have

k∏
i=1

λi(H) = max
U∗U=Ik

det(U∗HU) (4)

k∏
i=1

λn−i+1(H) = min
U∗U=Ik

det(U∗HU). (5)

Proof. It suffices to notice that max
U∗U=Ik

tr (U∗HU) = max
x∗i xj=δij

∑k
i=1 x

∗
iHxi applying

Proposition 2.1 and Lemma 3.1 to the function f(x) = x∗Hx completes the proof,

since f(span(vz, · · · , vm)) ≤ f(vm) when m < z (see Proposition 1.1) and for all i we

have f(αivi +αi+1vi+1) = |αi|2f(vi) + |αi+1|2f(vi+1). For the product assertion if H is

P.S.D we have max
U∗U=Ik

det(U∗HU) = max
x∗i xj=δij

(x∗iHxj) but since U∗HU is Hermitian we

can suppose that it is a diagonal matrix we apply again Proposition 2.1 and Lemma 3.1

to the positive valued function f(x) := x∗Hx to complete the proof. The minimum

versions are similarly proven.

Definition 3.1. A matrix P ∈ Mm,n is said to be a rank k partial isometry or a k

partial isometry if σ1(P ) = · · · = σk(P ) = 1 and all other singular values are equal to

zero.

Let us denote the set of the rank k partial isometries in Mm,n by Lkm,n.

Corollary 3.3. Let A ∈ Mm,n have singular values σ1(A) ≥ · · · ≥ σq(A) ≥ 0, where
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q = min{m,n}. For each k = 1, · · · , q we have :

k∑
i=1

σi(A) = max
{
|trX∗AY | : X ∈Mm,k, Y ∈Mn,k, X

∗X = I = Y ∗Y
}

(6)

= max
{
Re(trX∗AY ) : X ∈Mm,k, Y ∈Mn,k, X

∗X = I = Y ∗Y
}

(7)

= max
{
|trAP | : P ∈ Lkn,m

}
(8)

Proof. (6) and (7) representations will follow from Theorem 2.1and a direct gener-

alization of Lemma 3.1. Let us show first that they are equivalent to the last one.

If X ∈ Mm,k and Y ∈ Mn,k satisfy Y ∗Y = I = X∗X, tr X∗AY = tr AYX∗ and

C := Y X∗ ∈ Mn,m has C∗C = XY ∗Y X∗ = XX∗. Since the k largest singular values

of XX∗ are the same as those of X∗X = I ∈Mk, we conclude that C = Y X∗ is a rank

k partial isometry. Conversely, if C ∈ Mn,m is a given rank k partial isometry, then

the singular value decomposition of C is

C = WΣV =
(
Wn,k ∗

)(Ik 0

0 0

)(
Vm,k
∗

)
= Wn,kVk,m = Wn,k(V

∗
k,m)∗

and we verify that W ∗n,kWn,k = Ik = V ∗k,mVk,m. Thus the asserted variational formulas

are equivalent. For (6) and (7), recall from Theorem 2.1 that

σk(A) = max
x∈span{t1,··· ,tk−1}⊥

y∈span{s1,··· ,sk−1}⊥

x∗Ay

‖x‖‖y‖

for all k ≤ min(m,n), where we had x∗Ay = x∗WΣV y =
n∑
i=1

σi(x
∗ti)(s

∗
i y). This

summation makes sense since σi = 0 if i > min(m,n). If we consider adopting the

proof of the max condition in Lemma 3.1 to f(x, y) = |x∗Ay|, the max condition

would be slightly different, if f(x) is the function defined from B1 × B1 to R by

f(x, y) = |x∗Ay| then we have from the expression of f(x) that whenever z < l and

p < j f(span(tz, · · · , tl), span(sp, · · · , sj)) ≤ f(tu, su) where u := min(z, p), we only

need to show that

f(cti + eti+1, dsi + asi+1) + f(wti + rti+1, lsi + osi+1) ≤ f(ti, si) + f(ti+1, si+1)

for any complex numbers c, e, d, r, o, w, a, l and all i, i = 1, · · ·min(m,n). Now fix

x1 = cti + eti+1, y1 = dsi + asi+1, x2 = wti + rti+1 and y2 = lsi + osi+1, y2 ⊥ y1
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and x2 ⊥ x1, ‖x1‖s = ‖y1‖s = ‖y2‖s = ‖x2‖s = 1, similarly to Lemma 3.1 from the

orthogonality-norm conditions 

|d|2 = |o|2

|l|2 = |a|2

|c|2 = |r|2

|w|2 = |e|2

and by the Cauchy-Schwartz inequality i will assume that all our complex scalars

are real ’positive’ because f(cti + eti+1, dsi + rsi+1) + f(wti + rti+1, lsi + osi+1) ≤

f(|c|ti + |e|ti+1, |d|si + |r|si+1) + f(|w|ti + |r|ti+1, |l|si + |o|si+1) and the upper bound

is well in the range of the function f which is restricted to B1 × B1. The assumption

tells us that c = r, a = l, o = d,w = e, compute to get

f(x1, y1) + f(x2, y2) = (σi + σi+1)(cd+ ea) ≤ f(ti, si) + f(ti+1, si+1) = σi + σi+1

if and only if cd+ ea ≤ 1, but c2 + e2 = d2 + a2 = 1 thus if m := a− c

√
1− e2

√
1− a2 + ea ≤ 1⇐⇒ (1− c2)(1− a2) ≤ (1− ac)2 (9)

⇐⇒ (1− c)(1 + a)(1− a)(1 + c) ≤ (1− ca)2 (10)

⇐⇒ (1− ca−m)(1− ca+m) ≤ (1− ca)2 (11)

⇐⇒ (1− ca)2 −m2 ≤ (1− ac)2 (12)

By using Theorem 2.1 and applying Lemma 3.1 the proof is completed.

Since f(x, y) is positive valued, a direct consequence of this characterization is

that for any k ≤ min(m,n),

k∏
i=1

σi = max
Bk,Ck

k∏
i=1

f(xi, yi), where Bk = (x1, · · · , xk) and

Ck = (y1, · · · , yk) are two orthonormal basis of Ck. We can do a similar generalization

to the min condition for the function f(x, y) as the following corollary shows:

Corollary 3.4. For k ≤ min(m,n), A ∈Mm,n(C) fixed, define fA as:

fA :
{

(x, y) ∈ Cm × Cn; ‖x‖s = ‖y‖s = 1
}
→ R

(x, y) → |x∗Ay|
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and

q1 := min{fA(x, y), ‖x‖s = ‖y‖s = 1} so q1 = fA(d1, e1) for some (d1, e1) ∈ Cm × Cn.

q2 := min{fA(x, y), ‖x‖s = ‖y‖s = 1, x ⊥ d1, y ⊥ e1}

so q2 = fA(d2, e2) for some (d2, e2) ∈ Cm × Cn.
...

qk := min{f(x, y), ‖x‖s = ‖y‖s = 1, x ⊥ d1, · · · , dk−1, y ⊥ e1, · · · , ek−1}

so qk = f(dk, ek) for some (dk, ek) ∈ Cm × Cn.

then we have

k∑
i=1

qi = min
{
|trX∗AY | : X ∈Mm,k, Y ∈Mn,k, X

∗X = I = Y ∗Y
}

(13)

= min
Bk,Ck

k∑
i=1

f(xi, yi) := w = 0 (14)

where xi is a column of X, yi a column of Y, Bk = (x1, · · · , xk) and Ck = (y1, · · · , yk)

Proof. Since is fA(x, y) is positive, if we showed that for all k ≤ min(m,n) we have
k∑
i=1

qi = 0, then
k∑

Bk,Ck,i=1

f(xi, yi) is necessarily nothing but w where Bk ≡ (d1, · · · , dk)

and Ck ≡ (e1, · · · , ek). Recall from Theorem 2.1 that

fA = |x∗Ay| = |x∗WΣV y| =

∣∣∣∣∣
n∑
i=1

σi(x
∗ti)(s

∗
i y)

∣∣∣∣∣
We seek the minimum: q1 of fA over B1×B1, let us take the two orthonormal basis of

dimension k, Tk = (t1, · · · , tk) and Sk = (s1, · · · , sk) where (t1, · · · , tk) are the columns

of W and (s1, · · · , sk) are the columns of V ∗, set Sd(k) to be the orthonormal basis

(sd(1), · · · , sd(k)) = (a1, · · · , ak) where d is a permutation with no fixed point then by

a direct computation we can take explicitly Bk to be the basis (t1, · · · , tk), Ck to be

Sd(k) which is previously defined and get

q1 = fA(t1, a1) = 0 (15)

q2 = fA(t2, a2) = 0 (16)

...
... (17)

qk = fA(tk, ak) = 0 (18)
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Another way to see the result is to apply the generalization form of Corollary 3.1; that

is, when the function is defined on a product space Cm ×Cn; we need to show, first if

z < l, p < j and o = max(l, j) that

fA(span(dz, · · · , dl), span(ep, · · · , ej)) ≥ f(do, eo) = 0

which is true, second if we consider without loss of generality that m ≤ n we should

have for any αi ∈ C, βi ∈ C with m− 1 ≤ i ≤ n :

fA
(
αm−1dm−1 + αmdm,

n∑
i=m−1

βiei
)
≥ fA(dm−1, em−1) + fA(dm, em) := 0 + 0 = 0

which is also true and that completes the proof.
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