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Abstract. We give an interpretation of the t = 1 specialization of the modified Macdonald polynomial as a generating
function of the energy statistics defined on the set of paths arising in the context of Box-Ball Systems (BBS-paths for
short). We also introduce one parameter generalizations of the energy statistics on the set of BBS-paths which all,
conjecturally, have the same distribution.

Résumé. Nous donnons une intérprétation de la spécialisation à t = 1 du polynôme de Macdonald modifié comme
fonction génératrice des statistiques d’énergie définies sur l’ensemble des chemins qui apparaissent dans la théorie
des Systèmes BBS (BBS-chemins). Nous présentons également des généralisations à un paramètre de la statistique
d’énergie sur les chemins BBS qui toutes, conjecturalement, ont la même distribution.
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1 Introduction
The purpose of the present paper is two-fold. First of all we would like to draw attention to a rich com-
binatorics hidden behind the dynamics of Box-Ball Systems, and secondly, to connect the former with
the theory of modified Macdonald polynomials. More specifically, our final goal is to give an interpreta-
tion of the Kostka–Macdonald polynomials Kλ,µ(q, t) as a refined partition function of a certain box-ball
systems depending on initial data λ and µ.

Box-Ball Systems (BBS for short) were invented by Takahashi–Satsuma [29, 28] as a wide class of
discrete integrable soliton systems. In the simplest case, BBS are described by simple combinatorial
procedures using boxes and balls. One can see the simplest but still very interesting examples of the BBS
by the free software available at [26]. Despite its simple outlook, it is known that the BBS have various
remarkably deep properties:

• Local time evolution rule of the BBS coincides with the isomorphism of the crystal bases [7, 2].
Thus the BBS possesses quantum integrability.
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• BBS are ultradiscrete (or tropical) limit of the usual soliton systems [30, 20]. Thus the BBS pos-
sesses classical integrability at the same time.

• Inverse scattering formalism of the BBS [19] coincides with the rigged configuration bijection orig-
inating in completeness problem of the Bethe states [14, 16], see also [25].

Let us say a few words about the main results of this note.

• We will identify the space of states of a BBS with the corresponding weight subspace in the tensor
product of fundamental (or rectangular) representations of the Lie algebra gl(n).

• In the case of statistics tau, our main result can be formulated as a computation of the corresponding
partition function for the BBS in terms of the values of the Kostka–Macdonald polynomials at t = 1.

• In the case of the statistics energy, our result can be formulated as an interpretation of the corre-
sponding partition function for the BBS as the q-weight multiplicity of a certain irreducible rep-
resentation of the Lie algebra gl(n) in the tensor product of the fundamental representations. We
expect that the same statement is valid for the BBS corresponding to the tensor product of rectan-
gular representations.

Let us remind that a q-analogue of the multiplicity of a highest weight λ in the tensor product⊗L
a=1 Vsaωra of the highest weight sa ωra , a = 1, . . . , L, irreducible representations Vsaωra of

the Lie algebra gl(n) is defined as

q-Mult [Vλ :

L⊗
a=1

Vsaωra ] =
∑
η

Kη,R Kη,λ(q),

where Kη,R stands for the parabolic Kostka number corresponding to the sequence of rectangles
R := {(sraa )}a=1,...,L, see e.g. [15], [18].

A combinatorial description of the modified Macdonald polynomials has been obtained by Haglund–
Haiman–Loehr [5]. In Section 5 we give an interpretation of two Haglund’s statistics in the context of
the box-ball systems, i.e., in terms of the BBS-paths. Namely, we identify the set of BBS paths of weight
α with the set P(α) which is the weight α component in the tensor product of crystals corresponding to
vector representations. We have observed that from the proof given in [5] one can prove the following
identity ∑

p∈P(α)

qinvµ(p)tmajµ(p) =
∑
η`|µ|

Kη,αK̃η,µ(q, t), (1)

see Proposition 6.2 and Corollary 6.3. One of the main problems we are interested in is to generalize the
identity Eq.(1) on more wider set of the BBS-paths.

Our result about connections of the energy partition functions for BBS and q-weight multiplicities sug-
gests a deep hidden connections between partition functions for the BBS and characters of the Demazure
modules, solutions to the q-difference Toda equations, cf.[3], ... .

As an interesting open problem we want to give raise a question about an interpretation of the sums∑
η Kη,R Kη,λ(q, t), where Kη,λ(q, t) denotes the Kostka–Macdonald polynomials [21], as refined par-

tition functions for the BBS corresponding to the tensor product of rectangular representations R =
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{(sraa )}1≤a≤n. In other words, one can ask: what is a meaning of the second statistics (see [5]) in the
Kashiwara theory [11] of crystal bases (of type A) ?

This paper is abbreviated and updated version of our paper [17]. The main novelty of the present paper
is the definition of a one parameter family of statistics on the set of BBS-paths which generalizes those
introduced in [17], see Conjecture 7.2. It conjecturally gives a new family of MacMahonian statistics on
the set of transportation matrices, see [15].

Organization of the present paper is as follows. In Section 2 we remind algorithms of the combinatorial
R-matrix and the energy functions. In Section 3, we introduce the energy statistics and the set of the
BBS. In Section 4 we remind definition of box-ball systems and state some of their simplest properties.
In Section 5 we remind definition of the Haglund’s statistics and give their interpretation in terms of the
BBS-paths. Sections 6 and 7 contain our main results and conjectures. In particular it is not difficult to
see that Haglund’s statistics majµ and invµ do not compatible with the Kostka–Macdonald polynomials
for general partitions λ and µ. In Section 6 we state a conjecture which describes the all pairs of partitions
(λ, µ) for those the restriction of the Haglund–Haiman–Loehr formula on the set of highest weight paths
of shape µ coincide with the Kostka–Macdonald polynomial K̃λ,µ(q, t).

2 Combinatorial R and energy function
Let Br,s be the Kirillov–Reshetikhin crystals of type A(1)

n (see [11, 12, 10], see also section 2 of [17]).
Here r ∈ {1, 2, · · · , n} and s ∈ Z>0. As the set,Br,s is consisting of all semistandard tableaux of height r
and width s. In this section, we recall an explicit description of the combinatorialR-matrix (combinatorial
R for short) and energy function onBr,s⊗Br′,s′ . To begin with we define few terminologies about Young
tableaux. Denote rows of a Young tableaux Y by y1, y2, . . . yr from top to bottom. Then row word row(Y )
is defined by concatenating rows as row(Y ) = yryr−1 . . . y1. Let x = (x1, x2, . . .) and y = (y1, y2, . . .)
be two partitions. We define concatenation of x and y by the partition (x1 + y1, x2 + y2, . . .).

Proposition 2.1 ([27]) b⊗b′ ∈ Br,s⊗Br′,s′ is mapped to b̃′⊗ b̃ ∈ Br′,s′⊗Br,s under the combinatorial
R, i.e.,

b⊗ b′ R' b̃′ ⊗ b̃, (2)

if and only if
(b′ ← row(b)) = (b̃← row(b̃′)). (3)

Moreover, the energy function H(b ⊗ b′) is given by the number of nodes of (b′ ← row(b)) outside the
concatenation of partitions (sr) and (s′

r′
).

For special cases ofB1,s⊗B1,s′ , the functionH is called unwinding number in [22]. Explicit values for
the case b⊗ b′ ∈ B1,1⊗B1,1 are given by H(b⊗ b′) = χ(b < b′) where χ(True) = 1 and χ(False) = 0.

In order to describe the algorithm for finding b̃ and b̃′ from the data (b′ ← row(b)), we introduce a
terminology. Let Y be a tableau, and Y ′ be a subset of Y such that Y ′ is also a tableau. Consider the set
theoretic subtraction θ = Y \ Y ′. If the number of nodes contained in θ is r and if the number of nodes
of θ contained in each row is always 0 or 1, then θ is called vertical r-strip.

Given a tableau Y = (b′ ← row(b)), let Y ′ be the upper left part of Y whose shape is (sr). We assign
numbers from 1 to r′s′ for each node contained in θ = Y \ Y ′ by the following procedure. Let θ1 be
the vertical r′-strip of θ as upper as possible. For each node in θ1, we assign numbers 1 through r′ from
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the bottom to top. Next we consider θ \ θ1, and find the vertical r′ strip θ2 by the same way. Continue
this procedure until all nodes of θ are assigned numbers up to r′s′. Then we apply inverse bumping
procedure according to the labeling of nodes in θ. Denote by u1 the integer which is ejected when we
apply inverse bumping procedure starting from the node with label 1. Denote by Y1 the tableau such that
(Y1 ← u1) = Y . Next we apply inverse bumping procedure starting from the node of Y1 labeled by 2,
and obtain the integer u2 and tableau Y2. We do this procedure until we obtain ur′s′ and Yr′s′ . Finally,
we have

b̃′ = (∅ ← ur′s′ur′s′−1 · · ·u1), b̃ = Yr′s′ . (4)

3 Energy statistics and its generalizations on the set of paths
For a path b1 ⊗ b2 ⊗ · · · ⊗ bL ∈ Br1,s1 ⊗Br2,s2 ⊗ · · · ⊗BrL,sL , let us define elements b(i)j ∈ Brj ,sj for
i < j by the following isomorphisms of the combinatorial R;

b1 ⊗ b2 ⊗ · · · ⊗ bi−1 ⊗ bi ⊗ · · · ⊗ bj−1 ⊗ bj ⊗ · · ·

' b1 ⊗ b2 ⊗ · · · ⊗ bi−1 ⊗ bi ⊗ · · · ⊗ b(j−1)j ⊗ b′j−1 ⊗ · · ·
' · · ·
' b1 ⊗ b2 ⊗ · · · ⊗ bi−1 ⊗ b(i)j ⊗ · · · ⊗ b

′
j−2 ⊗ b′j−1 ⊗ · · · , (5)

where we have written bk ⊗ b(k+1)
j ' b(k)j ⊗ b′k assuming that b(j)j = bj .

Define the statistics maj(p) by

maj(p) =
∑
i<j

H(bi ⊗ b(i+1)
j ). (6)

For example, consider a path a = a1 ⊗ a2 ⊗ · · · ⊗ aL ∈ (B1,1)⊗L. In this case, we have a(i)j = ai, since
the combinatorial R act on B1,1 ⊗B1,1 as identity. Therefore, we have

maj(a) =

L−1∑
i=1

(L− i)χ(ai < ai+1). (7)

Define another statistics tau as follows.

Definition 3.1 For the path p ∈ Br1,s1 ⊗Br2,s2 ⊗ · · · ⊗BrL,sL , define τ r,s by

τ r,s(p) = maj(u(r)s ⊗ p), (8)

where u(r)s is the highest element of Br,s.

Here the highest element u(r)s ∈ Br,s is the tableau whose i-th row is occupied by integers i. For example,

u
(3)
4 =

1 1 1 1
2 2 2 2
3 3 3 3

. In particular, the statistics τ r,1 on B1,1 type paths a ∈ (B1,1)⊗L has the following

form;

τ r,1(a) = L · χ(r < a1) +

L−1∑
i=1

(L− i)χ(ai < ai+1), (9)
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where a1 denotes the first letter of the path a. Note that τ1,1 is a special case of the tau functions for
the box-ball systems [20, 24] which originates as an ultradiscrete limit of the tau functions for the KP
hierarchy [9].

Definition 3.2 For composition µ = (µ1, µ2, · · · , µn), write µ[i] =
∑i
j=1 µj with convention µ[0] = 0.

Then we define a generalization of τ r,1 by

τ r,1µ (a) =

n∑
i=1

τ r,1(a[i]), (10)

where
a[i] = aµ[i−1]+1 ⊗ aµ[i−1]+2 ⊗ · · · ⊗ aµ[i]

∈ (B1,1)⊗µi . (11)

Note that we have a = a[1] ⊗ a[2] ⊗ · · · ⊗ a[n], i.e., the path a is partitioned according to µ.

4 Box-ball system
In this section, we summarize basic facts about the box-ball system in order to explain physical origin of
τ1,1. For our purpose, it is convenient to express the isomorphism of the combinatorial R: a⊗ b ' b′⊗a′
by the following vertex diagram:

a

b′

b

a′ .

Successive applications of the combinatorial R is depicted by concatenating these vertices.
Following [7, 2], we define time evolution of the box-ball system T

(a)
l . Let u(a)l,0 = u

(a)
l ∈ Ba,l be the

highest element and bi ∈ Bri,si . Define u(a)l,j and b′i ∈ Bri,si by the following diagram.

u
(a)
l,0

b1

b′1

u
(a)
l,1

b2

b′2

u
(a)
l,2 · · · · · · · · · · u

(a)
l,L−1

bL

b′L

u
(a)
l,L

(12)

u
(a)
l,j are usually called carrier and we set u(a)l,0 := u

(a)
l . Then we define operator T (a)

l by

T
(a)
l (b) = b′ = b′1 ⊗ b′2 ⊗ · · · ⊗ b′L. (13)

Recently [25], operators T (a)
l have used to derive crystal theoretical meaning of the rigged configuration

bijection.
It is known ([19] Theorem 2.7) that there exists some l ∈ Z>0 such that

T
(a)
l = T

(a)
l+1 = T

(a)
l+2 = · · · (=: T (a)

∞ ). (14)
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If the corresponding path is b ∈ (B1,1)⊗L, we have the following combinatorial description of the box-
ball system [29, 28]. We regard 1 ∈ B1,1 as an empty box of capacity 1, and i ∈ B1,1 as a ball of
label (or internal degree of freedom) i contained in the box. Then we have:

Proposition 4.1 ([7]) For a path b ∈ (B1,1)⊗L of type A(1)
n , T (1)

∞ (b) is given by the following procedure.

1. Move every ball only once.

2. Move the leftmost ball with label n+ 1 to the nearest right empty box.

3. Move the leftmost ball with label n+ 1 among the rest to its nearest right empty box.

4. Repeat this procedure until all of the balls with label n+ 1 are moved.

5. Do the same procedure 2–4 for the balls with label n.

6. Repeat this procedure successively until all of the balls with label 2 are moved.

There are extensions of this box and ball algorithm corresponding to generalizations of the box-ball sys-
tems with respect to each affine Lie algebra, see e.g., [8]. Using this box and ball interpretation, our
statistics τ1,1(b) admits the following interpretation.

Theorem 4.2 ([20] Theorem 7.4) For a path b ∈ (B1,1)⊗L of type A(1)
n , τ1,1(b) coincides with number

of all balls 2, · · · , n+ 1 contained in paths b, T (1)
∞ (b), · · · , (T (1)

∞ )L−1(b).

Example 4.3 Consider the path p = a⊗ b where a = 4311211111, b = 4321111111. Note that we omit
all frames of tableaux of B1,1 and symbols for tensor product. We compute τ(10,10)(p) by using Theorem
4.2. According to Proposition 4.1, the time evolutions of the paths a and b are as follows:

4 3 1 1 2 1 1 1 1 1
1 1 4 3 1 2 1 1 1 1
1 1 1 1 4 1 3 2 1 1
1 1 1 1 1 4 1 1 3 2
1 1 1 1 1 1 4 1 1 1
1 1 1 1 1 1 1 4 1 1
1 1 1 1 1 1 1 1 4 1
1 1 1 1 1 1 1 1 1 4

4 3 2 1 1 1 1 1 1 1
1 1 1 4 3 2 1 1 1 1
1 1 1 1 1 1 4 3 2 1
1 1 1 1 1 1 1 1 1 4
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1

Here the left and right tables correspond to a and b, respectively. Rows of left (resp. right) table represent
a, T (1)

∞ (a), · · · , (T (1)
∞ )L(a) (resp., those for b) from top to bottom. Counting letters 2, 3 and 4 in each

table, we have τ1,1(a) = 16, τ1,1(b) = 10 and we get τ1,1(10,10)(p) = 16 + 10 = 26, which coincides
with the computation by Eq.(9). Meanings of the above two dynamics corresponding to paths a and b are
summarized as follows:

(a) Dynamics of the path a. In the first two rows, there are two solitons (length two soliton 43 and
length one soliton 2), and in the lower rows, there are also two solitons (length one soliton 4 and
length two soliton 32). This is scattering of two solitons. After the scattering, soliton 4 propagates
at velocity one and soliton 32 propagates at velocity two without scattering.
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(b) Dynamics of the path b. This shows free propagation of one soliton of length three 432 at velocity
three.

5 Haglund’s statistics
Tableaux language description For a given path a = a1⊗a2⊗· · ·⊗aL ∈ (B1,1)⊗L, associate tabloid t
of shape µ whose reading word coincides with a. For example, to path p = abcdefgh and the composition
µ = (3, 2, 3) one associates the tabloid

c b a
e d
h g f

. (15)

Denote the cell at the i-th row, j-th column (we denote the coordinate by (i, j)) of the tabloid t by tij .
Attacking region of the cell at (i, j) is all cells (i, k) with k < j or (i+1, k) with k > j. In the following
diagram, gray zonal regions are the attacking regions of the cell (i, j).

�
��=

(i, j)

Follow [5], define |Invij | by

|Invij | = #{(k, l) ∈ attacking region for (i, j) | tkl > tij}. (16)

Then we define
|Invµ(a)| =

∑
(i,j)∈µ

|Invij |. (17)

If we have t(i−1)j < tij , then the cell (i, j) is called by descent. Then define

Desµ(a) =
∑

all descent (i,j)

(µi − j). (18)

Note that (µi − j) is the arm length of the cell (i, j).

Path language description Consider two paths a(1), a(2) ∈ (B1,1)⊗µ. We denote by a(1) ⊗ a(2) =
a1 ⊗ a2 ⊗ · · · ⊗ a2µ. Then we define

Inv(µ,µ)(a
(1), a(2)) =

µ∑
k=1

k+µ−1∑
i=k+1

χ(ak < ai). (19)
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For more general cases a(1) ∈ (B1,1)⊗µ1 and a(2) ∈ (B1,1)⊗µ2 satisfying µ1 > µ2, we define

Inv(µ1,µ2)(a
(1), a(2)) := Inv(µ1,µ1)(a

(1), 1⊗(µ1−µ2) ⊗ a(2)). (20)

Then the above definition of |Invµ(a)| is equivalent to

|Invµ(a)| =
n−1∑
i=1

Inv(µi,µi+1). (21)

Consider two paths a(1) ∈ (B1,1)⊗µ1 and a(2) ∈ (B1,1)⊗µ2 satisfying µ1 ≥ µ2. Denote a = a(1) ⊗
a(2). Then define

Des(µ1,µ2)(a) =

µ1∑
k=µ1−µ2+1

(k − (µ1 − µ2)− 1)χ(ak < ak+µ2
). (22)

For the tableau T of shape µ corresponding to the path a, we define

Desµ(T ) =

n∑
i=1

Des(µi,µi+1)(a[i] ⊗ a[i+1]). (23)

Definition 5.1 ([4]) For a path a, statistics majµ is defined by

majµ(a) =

µ1∑
i=1

maj(t1,i ⊗ t2,i ⊗ · · · ⊗ tµ′i,i). (24)

and invµ(a) is defined by
invµ(a) = |Invµ(a)| −Desµ(a). (25)

If we associate to a given path p ∈ P(λ) with the shape µ tabloid T , we sometimes write majµ(p) =
maj(T ) and invµ(p) = inv(T ).

6 Haglund–Haiman–Loehr formula
Let H̃µ(x; q, t) be the (integral form ) modified Macdonald polynomials where x stands for infinitely many
variables x1, x2, · · · . Here H̃µ(x; q, t) is obtained by simple plethystic substitution (see, e.g., section 2
of [6]) from the original definition of the Macdonald polynomials [21]. Schur function expansion of
H̃µ(x; q, t) is given by

H̃µ(x; q, t) =
∑
λ

K̃λ,µ(q, t)sλ(x), (26)

where K̃λ,µ(q, t) stands for the following transformation of the Kostka–Macdonald polynomials:

K̃λ,µ(q, t) = tn(µ)Kλ,µ(q, t
−1). (27)

Here we have used notation n(µ) =
∑
i(i − 1)µi. Then the celebrated Haglund–Haiman–Loehr (HHL)

formula is as follows.
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Theorem 6.1 ([5]) Let σ : µ → Z>0 be the filling of the Young diagram µ by positive integers Z>0,
and define xσ =

∏
u∈µ xσ(u). Then the Macdonald polynomial H̃µ(x; q, t) have the following explicit

formula:
H̃µ(x; q, t) =

∑
σ:µ→Z>0

qinv(σ)tmaj(σ)xσ. (28)

From the HHL formula, we can show the following formula.

Proposition 6.2 For any partition µ and composition α of the same size, one has∑
p∈P(α)

qinvµ(p)tmajµ(p) =
∑
η`|µ|

Kη,αK̃η,µ(q, t), (29)

where P(α) stands for the set of type B1,1 paths of weight α = (α1, α2, . . . , αn+1) and η runs over all
partitions of size |µ|.

Corollary 6.3 The (modified) Macdonald polynomial H̃µ(x; q, t) have the following expansion in terms
of the monomial symmetric functions mλ(x):

H̃µ(x; q, t) =
∑
λ`|µ|

 ∑
p∈P(λ)

qinvµ(p)tmajµ(p)

mλ(x), (30)

where λ runs over all partitions of size |µ|.

To find combinatorial interpretation of the Kostka–Macdonald polynomials K̃λ,µ(q, t) remains signifi-
cant open problem. Among many important partial results about this problem, we would like to mention
the following theorem also due to Haglund–Haiman–Loehr:

Theorem 6.4 ([5] Proposition 9.2) If µ1 ≤ 2, we have

K̃λ,µ(q, t) =
∑

p∈P+(λ)

qinvµ(p)tmajµ(p), (31)

where P+(λ) is the set of all highest weight elements of P(λ) according to the reading order explained
in Eq.(15).

It is interesting to compare this formula with the formula obtained by S. Fishel [1], see also [14], [18].
Concerning validity of the formula Eq.(31), we state the following conjecture.

Conjecture 6.5 Explicit formula for the Kostka–Macdonald polynomials

K̃λ,µ(q, t) =
∑

p∈P+(λ)

qinvµ(p)tmajµ(p). (32)

is valid if and only if at least one of the following two conditions is satisfied.

(i) µ1 ≤ 3 and µ2 ≤ 2.

(ii) λ is a hook shape.
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7 Generating function of tau functions
In [17], we give an elementary proof for special case t = 1 of the formula Eq.(29) in the following form.

Theorem 7.1 Let α be a composition and µ be a partition of the same size. Then,∑
p∈P(α)

qmajµ′ (p) =
∑
η`|µ|

Kη,α Kη,µ(q, 1). (33)

Conjecture 7.2 Let α be a composition and µ be a partition of the same size. Then,

q−
∑
i>r αi

∑
p∈P(α)

qτ
r,1
µ (p) =

∑
η`|µ|

Kη,αK̃η,µ(q, 1). (34)

This conjecture contains Conjecture 5.8 of [17] and Theorem 7.1 above as special cases r = 1 and r =∞,
respectively. Also, extensions for paths of more general representations without partition µ are discussed
in Section 5.3 of [17].

Example 7.3 Let us consider case α = (4, 1, 1) and µ = (4, 2). The following is a list of paths p and
the corresponding value of tau function τ2,1(4,2)(p). For example, the top left corner 111123 1 means

p = 1 ⊗ 1 ⊗ 1 ⊗ 1 ⊗ 2 ⊗ 3 and τ2,1(4,2)(p) = 1.

111123 1 111132 2 111213 2 111231 3 111312 2 111321 1
112113 3 112131 4 112311 3 113112 3 113121 2 113211 2
121113 4 121131 5 121311 4 123111 5 131112 4 131121 3
131211 4 132111 3 211113 1 211131 2 211311 1 213111 2
231111 3 311112 5 311121 4 311211 5 312111 6 321111 4

Summing up, LHS of Eq.(34) is

q−1
∑

p∈P((4,1,1))

q
τ2,1
(4,2)

(p)
= q5 + 4q4 + 7q3 + 7q2 + 7q + 4

which coincides with the RHS of Eq.(34). Compare this with τ1,1(4,2) data for the same set of paths at
Example 5.9 of [17].

References
[1] S. Fishel, Statistics for special q, t-Kostka polynomials, Proc. Amer. Math. Soc. 123 (1995) 2961–

2969.

[2] K. Fukuda, M. Okado and Y. Yamada, Energy functions in box-ball systems, Int. J. Mod. Phys. A15
(2000) 1379–1392, arXiv:math/9908116.

[3] A. Gerasimov, D. Lebedev and S. Oblezin, On q-deformed gl(l + 1)-Whittaker function I, Comm.
Math. Phys. 294 (2010) 97–119, arXiv:0803.0145; II, Comm. Math. Phys. 294 (2010) 121–143,
arXiv:0803.0970; III, arXiv:0805.3754.



Formatting a submission for DMTCS 353

[4] J. Haglund, A combinatorial model for the Macdonald polynomials, Proc. Nat. Acad. Sci. USA 101
(2004) 16127-16131.

[5] J. Haglund, M. Haiman and N. Loehr, A combinatorial formula for Macdonald polynomials, J. Amer.
Math. Soc. 18 (2005) 735–761, arXiv:math/0409538.

[6] M. Haiman, Macdonald polynomials and geometry, New perspectives in geometric combinatorics
(Billera, Björner, Greene, Simion and Stanley, eds.), MSRI publications, 38 Cambridge Univ. Press
(1999) 207–254.

[7] G. Hatayama, K. Hikami, R. Inoue, A. Kuniba, T. Takagi and T. Tokihiro, TheA(1)
M automata related

to crystals of symmetric tensors, J. Math. Phys. 42 (2001) 274–308, arXiv:math/9912209.

[8] G. Hatayama, A. Kuniba and T. Takagi, Simple algorithm for factorized dynamics of gn-automaton,
J. Phys. A: Math. Gen. 34 (2001) 10697–10705, arXiv:nlin/0103022.

[9] M. Jimbo and T. Miwa, Solitons and infinite dimensional Lie algebras, Publ. RIMS. Kyoto Univ. 19
(1983) 943–1001.

[10] S.-J. Kang, M. Kashiwara, K. C. Misra, T. Miwa, T. Nakashima and A. Nakayashiki, Perfect crystals
of quantum affine Lie algebras, Duke Math. J. 68 (1992) 499–607.

[11] M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math. J.
63 (1991) 465–516.

[12] M. Kashiwara and T. Nakashima, Crystal graphs for representations of the q-analogue of classical
Lie algebras, J. Algebra 165 (1994) 295–345.

[13] S. V. Kerov, A. N. Kirillov and N. Yu. Reshetikhin, Combinatorics, the Bethe ansatz and representa-
tions of the symmetric group, J. Soviet Math. 41 (1988) 916–924.

[14] A. N. Kirillov, Combinatorics of Young tableaux and rigged configurations (Russian) Proceedings
of the St. Petersburg Math. Soc., 7 (1999), 23-115;
translation in Proceedings of the St. Petersburg Math. Soc. volume VII, Amer. Math. Soc. Transl.
Ser.2, 203, 17-98, AMS, Providence, RI, 2001

[15] A. N. Kirillov, New combinatorial formula for modified Hall–Littlewood polynomials, Contemp.
Math. 254 (2000) 283–333, arXiv:math/9803006.

[16] A. N. Kirillov and N. Yu. Reshetikhin, The Bethe ansatz and the combinatorics of Young tableaux.
J. Soviet Math. 41 (1988) 925–955.

[17] A. N. Kirillov and R. Sakamoto, Paths and Kostka–Macdonald polynomials, Moscow Math. J. 9
(2009) 823–854, arXiv:0811.1085.

[18] A. N. Kirillov and M. Shimozono, A generalization of the Kostka–Foulkas polynomials, J. Alge-
braic Combin. 15 (2002) 27–69, arXiv:math/9803062.

[19] A. Kuniba, M. Okado, R. Sakamoto, T. Takagi and Y. Yamada, Crystal interpretation of Kerov–
Kirillov–Reshetikhin bijection, Nucl. Phys. B740 (2006) 299–327, arXiv:math/0601630.



354 Anatol N. Kirillov and Reiho Sakamoto

[20] A. Kuniba, R. Sakamoto and Y. Yamada, Tau functions in combinatorial Bethe ansatz, Nucl. Phys.
B786 (2007) 207–266, arXiv:math/0610505.

[21] I. G. Macdonald, Symmetric functions and Hall polynomials, 2nd edition, Oxford Univ. Press, New
York (1995) x+475 pp.

[22] A. Nakayashiki and Y. Yamada, Kostka polynomials and energy functions in solvable lattice models,
Selecta Math. (N.S.) 3 (1997) 547–599, arXiv:q-alg/9512027.

[23] M. Okado, X =M conjecture, MSJ Memoirs 17 (2007) 43–73.

[24] R. Sakamoto, Crystal interpretation of Kerov–Kirillov–Reshetikhin bijection II. Proof for sln case,
J. Algebraic Combin. 27 (2008) 55–98, arXiv:math/0601697.

[25] R. Sakamoto, Kirillov–Schilling–Shimozono bijection as energy functions of crystals, Int. Math.
Res. Notices 2009 (2009) 579–614, arXiv:0711.4185.

[26] R. Sakamoto, “Periodic Box-Ball System” from The Wolfram Demonstrations Project,
http://demonstrations.wolfram.com/PeriodicBoxBallSystem/

[27] M. Shimozono, Affine type A crystal structure on tensor products of rectangles, Demazure charac-
ters, and nilpotent varieties, J. Algebraic Combin. 15 (2002) 151–187, arXiv:math/9804039.

[28] D. Takahashi, On some soliton systems defined by using boxes and balls, Proceedings of the Inter-
national Symposium on Nonlinear Theory and Its Applications (NOLTA ’93), (1993) 555–558.

[29] D. Takahashi and J. Satsuma, A soliton cellular automaton, J. Phys. Soc. Japan, 59 (1990) 3514–
3519.

[30] T. Tokihiro, D. Takahashi, J. Matsukidaira and J. Satsuma, From soliton equations to integrable
cellular automata through a limiting procedure, Phys. Rev. Lett. 76 (1996) 3247–3250.


	Introduction
	Combinatorial R and energy function
	Energy statistics and its generalizations on the set of paths
	Box-ball system
	Haglund's statistics
	Haglund–Haiman–Loehr formula
	Generating function of tau functions

