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Abstract. The purpose of this paper is to present an algorithm which generates linear extensions for a generalized
Young diagram, in the sense of D. Peterson and R. A. Proctor, with uniform probability. This gives a proof of a D.
Peterson’s hook formula for the number of reduced decompositions of a given minuscule elements.

Résumé. Le but de ce papier est présenter un algorithme qui produit des extensions linéaires pour un Young dia-
gramme généralisé dans le sens de D. Peterson et R. A. Proctor, avec probabilité constante. Cela donne une preuve
de la hook formule d’un D. Peterson pour le nombre de décompositions réduites d’un éléments minuscules donné.
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1 Introduction
In [3], C. Greene, A. Nijenhuis, and H. S. Wilf constructed an algorithm which generates standard tableaux
for a given Young diagram with uniform probability. This provides a proof of the hook formula [2] for
the number of the standard tableaux of a Young diagram, which is originally due to J. S. Frame, G. de
B. Robinson, and R. M. Thrall.

As a generalization of the result of [3], the second author constructed an algorithm, in his master’s
thesis [9], which generates standard tableau of a given generalized Young diagram. Here, a “generalized
Young diagram” is one in the sense of D. Peterson and R. A. Proctor. Similary, this result provides a proof
of the hook formula for the number of the standard tableaux of a generalized Young diagram. The purpose
of this paper is to present the following theorem:

Theorem 1.1 Let λ be a finite pre-dominant integral weight over a simply-laced Kac-Moody Lie algebra.
Let L be a linear extension of the diagram D(λ) of λ. Then the algorithm A for D(λ) generates L with
the probability:

ProbD(λ)(L) =

∏
β∈D(λ) ht (β)

(#D(λ))!
.
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Here, λ is a certain integral weight (see section 5), D(λ) a certain set of positive real roots determined by
λ (section 5), linear extension is a certain sequence of elements of D(λ) (section 2 and 5). ProbD(λ)(L)
the probability we get L by the algorithm A for a diagram D(λ) (section 2), and ht (β) denotes the height
of β.

2 An algorithm for a graph (Γ;→)

Let Γ = (Γ;→) be a finite simple directed acyclic graph, where→ denotes the adjacency relation of Γ.

Definition 2.1 Put d := #Γ. A bijection L : {1, · · · , d} −→ Γ is said to be a linear extension of (Γ;→)
if:

L(k)→ L(l) implies k > l, k, l ∈ {1, · · · , d}.

The set of linear extensions of (Γ;→) is denoted by L (Γ;→).

For a given v ∈ Γ, we define a set HΓ (v)
+ by:

HΓ (v)
+

:=
{
v′ ∈ Γ v → v′

}
.

For a given Γ, we call the following algorithm the algorithm A for Γ:

GNW1. Set i := 0 and set Γ0 := Γ.

GNW2. (Now Γi has d− i nodes.) Set j := 1 and pick a node v1 ∈ Γi with the probability 1/(d− i).

GNW3. If #HΓi
(vj)

+ 6= 0, pick a node vj+1 ∈ HΓi
(vj)

+ with the probability 1/#HΓi
(vj)

+. If not, go
to GNW5.

GNW4. Set j := j + 1 and return to GNW3.

GNW5. (Now #HΓi (vj)
+

= 0.) Set L(i+ 1) := vj and set Γi+1 := Γi \vj (the graph deleted vj from Γi).

GNW6. Set i := i+ 1. If i < d, return to GNW2; if i = d, terminate.

Then, by the definition of the algorithm A for Γ, the map L : i 7→ L(i) generated above is a linear
extension of Γ. We denote by ProbΓ(L) the probability we get L ∈ L (Γ) by the algorithm A.

3 Case of Young diagrams
When we draw a Young diagram, we use nodes instead of cells like FIGURE 3.1(left) below:

Definition 3.1 We equip the set Y := N× N with the partial order:

(i, j) ≤ (i′, j′)⇐⇒ i ≥ i′ and j ≥ j′.

A finite order filter Y of Y is called a Young diagram.
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Fig. 3.1: a Young diagram and Hooks of u and v

Definition 3.2 Let Y be a Young diagram. Let v = (i, j) ∈ Y . We define the subset HY (v) of Y by:

Arm(v) :=
{

(i′, j′) ∈ Y i = i′ and j < j′
}
.

Leg(v) :=
{

(i′, j′) ∈ Y i < i′ and j = j′
}
.

HY (v) := {v} tArm(v) t Leg(v).

HY (v)
+

:= Arm(v) t Leg(v).

The set HY (v) is called the hook of v ∈ Y (see FIGURE 3.1(right)).

For v, v′ ∈ Y , we define a relation v → v′ by v′ ∈ HY (v)
+. Then (Y ;→) is a finite simple directed

acyclic graph.
Then we have the following theorem:

Theorem 3.3 (C. Greene, A. Nijenhuis, and H. S. Wilf [3]) Let (Y ;→) be a graph defined above for a
Young diagram Y . Let L ∈ L (Y ;→). Then the algorithm A for (Y ;→) generates L with the probability

Prob(Y ;≤)(L) =

∏
v∈Y #HY (v)

#Y !
. (3.1)

Since the right hand side of (3.1) is independent from the choice of L ∈ L (Y ;→), we have:

Corollary 3.4 Let (Y ;→) be a graph for a Young diagram Y . Then we have:

#L (Y ;→) =
#Y !∏

v∈Y #HY (v)
.

This gives a proof of hook length formula [2] for the number of standard tableaux for a Young diagram.

4 Case of shifted Young diagrams
Definition 4.1 We equip the S :=

{
(i, j) ∈ N× N i ≤ j

}
with the partial order:

(i, j) ≤ (i′, j′)⇐⇒ i ≥ i′ and j ≥ j′.

A finite order filter S of S is called a shifted Young diagram.
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Definition 4.2 Let S be a shifted Young diagram. Let v = (i, j) ∈ S. We define the subset HS (v) of S
by:

ArmS(v) :=
{

(i′, j′) ∈ S i = i′ and j < j′
}
.

LegS(v) :=
{

(i′, j′) ∈ S i < i′ and j = j′
}
.

TailS(v) :=
{

(i′, j′) ∈ S j + 1 = i′ and j < j′
}
.

HS (v) := {v} tArmS(v) t LegS(v) t TailS(v).

HS (v)
+

:= ArmS(v) t LegS(v) t TailS(v).

The set HS (v) is called the hook of v ∈ S (see FIGURE 4.1).

h h h h h h h hh h h h h h hh h h hh h hh
hu h h h h h h h hh h h h h h hh h h hh h hh

hv h h h h h h h hh h h h h h hh h h hh h hh
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Fig. 4.1: Hooks of u, v , and w.

For v, v′ ∈ Y , we define a relation v → v′ by v′ ∈ HY (v)
+. Then (Y ;→) is a finite simple directed

acyclic graph.
Then we have the following theorem:

Theorem 4.3 (B. E. Sagan [11]) Let (S;→) be a graph defined above for a shifted Young diagram S.
Let L ∈ L (S;→). Then the algorithm A for (S;→) generates L with the probability

Prob(Y ;≤)(L) =

∏
v∈S #HS (v)

#S!
. (4.1)

Since the right hand side of (4.1) is independent from the choice of L ∈ L (S;→), we have:

Corollary 4.4 Let (S;→) be a graph for a shifted Young diagram S. Then we have:

#L (S;→) =
#S!∏

v∈S #HS (v)
.

This gives a proof of hook length formula [12] for the number of standard tableaux for a shifted Young
diagram.

5 General case
In this section, we fix a simply-laced Kac-Moody Lie algebra g with a simple root system Π =

{
αi ∈ I

}
.

For all undefined terminology in this section, we refer the reader to [4] [5].
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Definition 5.1 An integral weight λ is said to be pre-dominant if:

〈λ, β∨〉 ≥ −1 for each β∨ ∈ Φ∨+,

where Φ∨+ denotes the set of positive real coroots. The set of pre-dominant integral weights is denoted by
P≥−1. For λ ∈ P≥−1, we define the set D(λ) by:

D(λ) :=
{
β ∈ Φ+ 〈λ, β∨〉 = −1

}
.

The set D(λ) is called the diagram of λ. If #D(λ) <∞, then λ is called finite.

5.1 Hooks
Definition 5.2 Let λ ∈ P≥−1 and β ∈ D(λ). We define the set Hλ (β) by:

Hλ (β) := D(λ) ∩ Φ (sβ) ,

Hλ (β)
+

:= Hλ (β) \ {β}.

where Φ (sβ) denotes the inversion set of the reflection corresponding to β:

Φ (sβ) =
{
γ ∈ Φ+ sβ(γ) < 0

}
.

Proposition 5.3 (see [6],[8]) Let λ ∈ P≥−1 be finite and β∨ ∈ D(λ). Then we have:

1. #Hλ (β) = ht (β).

2. If γ ∈ Hλ (β), then γ ≤ β.

By proposition 5.3 (2), defining β → γ by γ ∈ Hλ (β)
+, the graph (D(λ);→) is acyclic.

5.2 Main Theorem and Corollaries
Theorem 5.4 (see [8][9]) Let λ ∈ P≥−1 be finite. Let L ∈ L (D(λ);→). Then the algorithm A for
(D(λ);→) generates L with the probability

Prob(D(λ);→)(L) =

∏
β∈D(λ) ht (β)

#D(λ)!
. (5.1)

Remark 5.5 The original statement of theorem 5.4 was proved by the second author [9]. The proof in
[9] was done by case-by case argument. On the other hand, the proof in [8] is given by an application of
the very special case of the colored hook formula [6].

Since the right hand side of (5.1) is independent from the choice of L ∈ L (D(λ);→), we have:

Corollary 5.6 Let λ ∈ P≥−1 be finite. Then we have:

#L (D(λ);→) =
#D(λ)∏

β∈D(λ) ht (β)
.
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Corollary 5.6 gives a proof of Peterson’s hook formula for the number of reduced decompositions of
minuscule [1][6] element, in simply-laced case. Another proof of Peterson’s hook formula is given in [6].

Remark 5.7 The finite pre-dominant integral weights λ are identified with the minuscule elements w [6].
And, we have D(λ) = Φ (w) [6]. Furthermore, the linear extensions of D(λ) are identified with the
reduced decompositions of w [6] by the following one-to-one correspondence:

Red(w) 3 (si1 , si2 , · · · , sid)←→ L ∈ L (D(λ)) , L(k) = si1 · · · sik−1
(αik) ∈ D(λ) (k = 1, · · · d),

where Red(w) denotes the set of reduced decompositions ofw, d = `(w) the length ofw. Hence, corollary
5.6 is equivalent with the Peterson’s hook formula:

#Red(w) =
`(w)!∏

β∈Φ(w) ht (β)
.

Remark 5.8 A Young diagram is realized as a diagram for some pre-dominant integral weight over a
root system of type A. Similarly, a shifted Young diagram is realized as a diagram for some pre-dominant
integral weight over a root system of type D.

There are 15 classes of generalized Young diagrams (over simply-laced Kac-Moody Lie algebras). We
note that many of them are realized over root systems of indefinite types (see [10]).

Remark 5.9 The first author has also succeeded in proving Theorem 1.1 in the case of a root system of
type B by a certain similar algorithm [7].

References
[1] J. B. Carrell, Vector fields, flag varieties and Schubert calculus, Proc. Hyderabad Conference on

Algebraic Groups (ed. S.Ramanan), Manoj Prakashan, Madras, 1991.

[2] J. S. Frame, G. de B. Robinson, and R. M. Thrall, The hook graphs of symmetric group, Canad. J.
Math. 6 (1954),316-325.

[3] C. Greene, A. Nijenhuis, and H. S. Wilf, A probabilistic proof of a formula for the number of Young
tableaux of a given shape, Adv. in Math. 31 (1979), 104-109.

[4] V. G. Kac, “Infinite Dimentional Lie Algebras,” Cambridge Univ. Press, Cambridge, UK, 1990.

[5] R. V. Moody and A. Pianzola, “Lie Algebras With Triangular Decompositions,” Canadian Mathe-
matical Society Series of Monograph and Advanced Text, 1995.

[6] K. Nakada, Colored hook formula for a generalized Young diagram, Osaka J. of Math. Vol.45 No.4
(2008), 1085-1120.

[7] K. Nakada, Another proof of hook formula for a shifted Young diagram, in preparation.

[8] K. Nakada and S. Okamura, Uniform generation of standard tableaux of a generalized Young dia-
gram, preprint.



An algorithm which generates linear extensions for a generalized Young diagram with uniform probability 939

[9] S. Okamura, An algorithm which generates a random standard tableau on a generalized Young
diagram (in Japanese), master’s thesis, Osaka university, 2003.

[10] R. A. Proctor, Dynkin diagram classification of λ-minuscule Bruhat lattices and of d-complete
posets, J.Algebraic Combin. 9 (1999), 61-94.

[11] B. E. Sagan, On selecting a random shifted Young tableaux, J. Algorithm 1 (1980), 213-234.

[12] R. M. Thrall, A combinatorial problem, Mich.Math.J. 1 (1952), 81-88.



940 Kento NAKADA and Shuji OKAMURA


	 Introduction 
	 An algorithm for a graph  (; )  
	 Case of Young diagrams 
	 Case of shifted Young diagrams 
	 General case 
	 Hooks 
	 Main Theorem and Corollaries 


