
HAL Id: hal-01186257
https://inria.hal.science/hal-01186257

Submitted on 24 Aug 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Bijective enumeration of permutations starting with a
longest increasing subsequence

Greta Panova

To cite this version:
Greta Panova. Bijective enumeration of permutations starting with a longest increasing subsequence.
22nd International Conference on Formal Power Series and Algebraic Combinatorics (FPSAC 2010),
2010, San Francisco, United States. pp.973-982, �10.46298/dmtcs.2829�. �hal-01186257�

https://inria.hal.science/hal-01186257
https://hal.archives-ouvertes.fr


FPSAC 2010, San Francisco, USA DMTCS proc. AN, 2010, 973–982

Bijective enumeration of permutations starting
with a longest increasing subsequence

Greta Panova1

1Harvard University

Abstract. We prove a formula for the number of permutations in Sn such that their first n− k entries are increasing
and their longest increasing subsequence has length n− k. This formula first appeared as a consequence of character
polynomial calculations in recent work of Adriano Garsia and Alain Goupil. We give two ‘elementary’ bijective
proofs of this result and of its q-analogue, one proof using the RSK correspondence and one only permutations.

Résumé. Nous prouvons une formule pour le nombre des permutations dans Sn dont les prémiers n − k entrées
sont croissantes et dont la plus longue sous-súite croissante est de longeur n− k. Cette formule est d’abord apparue
en conséquence de calculs sur les polynômes caractères des travaux récents de Adriano Garsia et Alain Goupil.
Nous donnons deux preuves bijectifs ‘élementaires’ de cet résultat et de son q-analogue, une preuve employant le
corréspondance RSK et une autre n’employant que les permutations.

Keywords: permutations, longest increasing subsequence, q-analogue, major index, RSK

1 Introduction
In [2], Adriano Garsia and Alain Goupil derived as a consequence of character polynomial calculations a
simple formula for the enumeration of certain permutations. In his talk at the MIT Combinatorics Seminar
[1], Garsia offered a $100 award for an ‘elementary’ proof of this formula. We give such a proof of this
formula and its q-analogue.

Let Πn,k = {w ∈ Sn|w1 < w2 < · · · < wn−k, is(w) = n − k}, the set of all permutations w in Sn,
such that their first n − k entries form an increasing sequence and the longest increasing sequence of w
has length n− k; where we denote by is(w) the maximal length of an increasing subsequence of w.

The formula in question is the following theorem originally proven by A. Garsia and A.Goupil [2].

Theorem 1 If n ≥ 2k, the number of permutations in Πn,k is given by

#Πn,k =

k∑
r=0

(−1)k−r
(
k

r

)
n!

(n− r)!
.

This formula has a q−analogue, also due to Garsia and Goupil.
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Theorem 2 For permutations in Πn,k, if n ≥ 2k, we have that

∑
w∈Πn,k

qmaj(w−1) =

k∑
r=0

(−1)k−r
(
k

r

)
[n]q · · · [n− r + 1]q,

where maj(σ) =
∑
i|σi>σi+1

i denotes the major index of a permutation and [n]q = 1−qn
1−q .

In this paper we will exhibit several bijections which will prove the above theorems. We will first define
certain sets of permutations and pairs of tableaux which come in these bijections. We will then construct
a relatively simple bijection showing a recurrence relation for the numbers #Πn,k. Using ideas from
this bijection we will then construct a bijection proving Theorems 1 and 2 directly. We will also show a
bijective proof which uses only permutations.

2 A few simpler sets and definitions.
Let rsk denote the RSK correspondence between permutations and pairs of tableaux [4], i.e. rsk(w) =
(P,Q), where w ∈ Sn and P and Q are standard Young tableaux (SYT) on [n] and of the same shape,
with P the insertion tableau and Q the recording tableau of w.

Let Cn,s = {w ∈ Sn|w1 < w2 < · · · < wn−s} be the set of all permutations on [n] with their first
n − s entries forming an increasing sequence. A permutation in Cn,s is bijectively determined by the
choice of the first n− s elements from [n] in

(
n
s

)
ways and the arrangement of the remaining s in s! ways,

so

#Cn,s =

(
n

s

)
s! =

n!

(n− s)!
.

Let Crsk
n,s = rsk(Cn,s). Its elements are precisely the pairs of same-shape SYTs (P,Q) such that the

first row of Q starts with 1, 2, . . . , n− s: the first n− s elements are increasing and so will be inserted in
this order in the first row, thereby recording their positions 1, 2, . . . , n− s in Q in the first row also.

Let also Πrsk
n,s = rsk(Πn,s). Its elements are pairs of SYTs (P,Q), such that, as with Crsk

n,s, the first row
of Q starts with 1, 2, . . . , n − s. By a theorem of Schensted, the length of the first row in P and Q is the
length of the longest increasing subsequence of w, which is n−s in the case of Πn,s, so the first row of Q
is exactly 1, 2, . . . , n − s. That is, Πrsk

n,s is the set of pairs of same-shape SYTs (P,Q), such that the first
row of Q has length n− s and elements 1, 2, . . . , n− s.

Finally, let Dn,k,s be the set of pairs of same-shape tableaux (P,Q), where P is an SYT on [n] and Q
is a tableau filled with [n], with first row 1, 2, . . . , n − k, a1, . . . , as, b1, . . . where a1 > a2 > · · · > as,
b1 < b2 < · · · and the remaining elements of Q are increasing in rows and down columns. Thus Q
without its first row is an SYT. Notice that when s = 0 we just have Dn,k,0 = Crsk

n,k.
The three sets of pairs we defined are determined by their Q tableaux as shown below.

1 · · · n− s · · ·
· · ·

...

1 · · · n− s
· · ·

...

1 · · · n− k a1 · · · as · · ·
· · ·

...

Q, for (P,Q) ∈ Crsk
n,s Q, for (P,Q) ∈ Πrsk

n,s Q, for (P,Q) ∈ Dn,k,s
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3 A bijection.
We will exhibit a simple bijection, which will give us a recurrence relation for the numbers #Πn,k equiv-
alent to Theorem 1.

We should remark that while the recurrence can be inverted to give the inclusion-exclusion form of
Theorem 1, the bijection itself does not succumb to direct inversion. However, the ideas of this bijection
will lead us to discover the necessary construction for Theorem 1.

Proposition 1 The number of permutations in Πn,k satisfies the following recurrence:

k∑
s=0

(
k

s

)
#Πn,s =

(
n

k

)
k!

Proof:
Let Crsk

n,k,s with s ≤ k be the set of pairs of same-shape tableaux (P,Q), such that the length of their
first rows is n− k + s and the first row of Q starts with 1, 2, . . . , n− k; clearly Crsk

n,k,s ⊂ Crsk
n,k. We have

that

k⋃
s=0

Crsk
n,k,s = Crsk

n,k, (1)

as Crsk
n,k consists of the pairs (P,Q) with Q’s first row starting with 1, . . . , n − k and if n − k + s is this

first row’s length then (P,Q) ∈ Crsk
n,k,s.

There is a bijection Crsk
n,k,s ↔ Πrsk

n,k−s ×
(

[n−k+1,...,n]
s

)
given as follows. If (P,Q) ∈ Crsk

n,k,s and the
first row of Q is 1, 2, . . . , n− k, b1, . . . , bs, let

f : [n− k + 1, . . . , n] \ {b1, . . . , bs} → [n− k + s+ 1, . . . , n]

be the order-preserving map. Let then Q′ be the tableau obtained from Q by replacing every entry b
not in the first row with f(b) and the first row with 1, 2, . . . , n − k, n − k + 1, . . . , n − k + s. Then
Q′ is an SYT, since f is order-preserving and so the rows and columns are still increasing, first row
included as its elements are smaller than any element below it. Then the bijection in question is (P,Q)↔
(P,Q′, b1, . . . , bs). Conversely, if b1, . . . , bs ∈ [n − k + 1, . . . , n] (in increasing order) and (P,Q′) ∈
Πrsk
n,k−s, then replace all entries b below the first row of Q′ with f−1(b) and the the first row of Q′ with

1, 2, . . . , n − k, b1, . . . , bs. We end up with a tableau Q, which is an SYT because: the entries below the
first row preserve their order under f ; and, since they are at most k ≤ n − k, they are all below the first
n− k entries of the first row of Q (which are 1, 2, . . . , n− k, and thus smaller).

So we have that #Crsk
n,k,s =

(
k
s

)
#Πrsk

n,k−s and substituting this into (1) gives us the statement of the
lemma. 2

4 Proofs of the theorems.
We will prove Theorems 1 and 2 by exhibiting an inclusion-exclusion relation between the sets Πrsk

n,k and
Dn,k,s for s = 0, 1, . . . , k.
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Proof of Theorem 1:
First of all, if n ≥ 2k we have a bijectionDn,k,s ↔ Crsk

n,k−s×
(

[n−k+1,...,n]
s

)
, where the correspondence

is (P,Q)↔ (P,Q′)× {a1, . . . , as} given as follows.
Consider the order-preserving bijection

f : [n− k + 1, . . . , n] \ {a1, . . . , as} → [n− k + s+ 1, . . . , n].

Then Q′ is obtained from Q by replacing a1, . . . , as in the first row with n − k + 1, . . . , n − k + s and
every other element b inQ, b > n−k and 6= ai, with f(b). The first n−k elements in the first row remain
1, 2, . . . , n − k. Since f is order-preserving, Q′ without its first row remains an SYT (the inequalities
within rows and columns are preserved). Since also n−k ≥ k, we have that the second row ofQ (andQ′)
has length less than or equal to k and hence n− k, so since the elements above the second row are among
1, 2, . . . , n−k they are smaller than any element in the second row (which are all from [n−k+1, . . . , n]).
Also, the remaining first row ofQ′ is increasing since it starts with 1, 2, . . . , n−k, n−k+1, . . . , n−k+s
and its remaining elements are in [n− k+ s+ 1, . . . , n] and are increasing because f is order-preserving.
Hence Q′ is an SYT with first row starting with 1, . . . , n− k + s, so (P,Q′) ∈ Crsk

n,k−s.
Conversely, if (P,Q′) ∈ Crsk

n,k−s and {a1, . . . , as} ∈ [n − k + 1, . . . , n] with a1 > a2 · · · > as, then
we obtain Q from Q′ by replacing n− k + 1, . . . , n = k + s with a1, . . . , as and the remaining elements
b > n− k with f−1(b), again preserving their order, and so (P,Q) ∈ Dn,k,s.

Hence, in particular,

#Dn,k,s =

(
k

s

)
#Crsk

n,k−s =

(
k

s

)
#Cn,k−s =

(
k

s

)
n!

(n− k + s)!
. (2)

We have that Πrsk
n,k ⊂ Crsk

n,k since Πn,k ⊂ Cn,k. Then Crsk
n,k \Πrsk

n,k is the set of pairs of SYTs (P,Q) for
which the first row of Q is 1, 2, . . . , n− k, a1, . . . for at least one a1. So En,k,1 = Crsk

n,k \ Πrsk
n,k is then a

subset ofDn,k,1. The remaining elements inDn,k,1, that isEn,k,2 = Dn,k,1\En,k,1, would be exactly the
ones for which Q is not an SYT, which can happen only when the first row of Q is 1, 2, . . . , n− k, a1 >
a2, . . . . These are now a subset of Dn,k,2 and by the same argument, we haven’t included the pairs for
which the first row of Q is 1, 2, . . . , n − k, a1 > a2 > a3, . . . , which are now in Dn,k,3. Continuing
in this way, if En,k,l+1 = Dn,k,l \ En,k,l, we have that En,k,l is the set of (P,Q) ∈ Dn,k,l, such that
the first row of Q is 1, 2, , . . . , n − k, a1 > · · · > al < · · · . Then En,k,l+1 is the subset of Dn,k,l, for
which the element after al is smaller than al and so En,k,l+1 ⊂ Dn,k,l+1. Finally, En,k,k = Dn,k,k and
En,k,k+1 = ∅. We then have

Πrsk
n,k = Crsk

n,k \ (Dn,k,1 \ (Dn,k,2 \ · · · \ (Dn,k,k−1 \Dn,k,k))) , (3)

or in terms of number of elements, applying (2), we get

#Πn,k = #Πrsk
n,k =

n!

(n− k)!
−
(
k

1

)
n!

(n− k + 1)!
+

(
k

2

)
n!

(n− k + 2)!
+ . . .

=

k∑
i=0

(−1)i
(
k

i

)
n!

(n− k + i)!
,

which is what we needed to prove. 2

Theorem 2 will follow directly from (3) after we prove the following lemma.



Bijective permutation enumeration 977

Lemma 1 We have that ∑
w∈Cn,s

qmaj(w−1) = [n]q . . . [n− s+ 1]q,

where maj(σ) =
∑
i:σi>σi+1

i denotes the major index of σ.

Proof:
Let P be the poset on [n] consisting of a chain 1, . . . , n−s and the single points n−s+1, . . . , n. Then

σ ∈ Cn,s if and only if σ−1 ∈ L(P ), i.e. σ : P → [n] is a linear extension of P . We have that∑
w∈Cn,s

qmaj(w−1) =
∑

w∈L(P )

qmaj(w);

denote this expression by WP (q). By theorem 4.5.8 from [3] on P -partitions, we have that

WP (q) = GP (q)(1− q) . . . (1− qn), (4)

where GP (q) =
∑
m≥0 a(m)qm with a(m) denoting the number of P -partitions of m. That is, a(m)

is the number of order-reversing maps τ : P → N, such that
∑
i∈P τ(i) = m. In our particular case,

these correspond to sequences τ(1), τ(2), . . ., whose sum is m and whose first n − s elements are non-
increasing. These correspond to partitions of at most n−s parts and a sequence of s nonnegative integers,
which add up to m. The partitions with at most n− s parts are in bijection with the partitions with largest
part n − s (by transposing their Ferrers diagrams). The generating function for the latter is given by a
well-known formula of Euler and is equal to

1

(1− q)(1− q2) · · · (1− qn−s)
.

The generating function for the number of sequences of s nonnegative integers with a given sum is trivially
1/(1− q)s and so we have that

GP (q) =
1

(1− q)(1− q2) · · · (1− qn−s)
1

(1− q)s
.

After substitution in (4) we obtain the statement of the lemma. 2

Proof of Theorem 2.:
The descent set of a tableau T is the set of all i, such that i+1 is in a lower row than i in T , denote it by

D(T ). By the properties of RSK (see e.g. [4], lemma 7.23.1) we have that the descent set of a permutation,
D(w) = {i : wi > wi+1} is the same as the descent set of its recording tableau, or by the symmetry of
RSK, D(w−1) is the same as the descent set of the insertion tableau P . Write maj(T ) =

∑
i∈D(T ) i.

Hence we have that∑
w∈Πn,k

qmaj(w−1) =
∑

w∈Πn,k,rsk(w)=(P,Q)

qmaj(P ) =
∑

(P,Q)∈Πrsk
n,k

qmaj(P ) (5)
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From the proof of Theorem 1 we have the equality (3) on sets of pairs (P,Q),

Πrsk
n,k = Crsk

n,k \ (Dn,k,1 \ (Dn,k,2 \ · · · \ (Dn,k,k−1 \Dn,k,k))) ,

or alternatively, Πrsk
n,k = Crsk

n,k \ En,k,1 and En,k,l = Dn,k,l \ En,k,l+1. Hence the statistic qmaj(P ) on
these sets will also respect the equalities between them; i.e. we have

∑
(P,Q)∈Πrsk

n,k

qmaj(P ) =
∑

(P,Q)∈Crsk
n,k\En,k,1

qmaj(P )

=
∑

(P,Q)∈Crsk
n,k

qmaj(P ) −
∑

(P,Q)∈En,k,1

qmaj(P )

=
∑

(P,Q)∈Crsk
n,k

qmaj(P ) −
∑

(P,Q)∈Dn,k,1

qmaj(P ) +
∑

(P,Q)∈En,k,2

qmaj(P ) = · · ·

=
∑

(P,Q)∈Crsk
n,k

qmaj(P ) −
∑

(P,Q)∈Dn,k,1

qmaj(P ) + · · ·+ (−1)k
∑

(P,Q)∈Dn,k,k

qmaj(P ).

(6)

Again, by the RSK correspondence, maj(P ) = maj(w−1) and Lemma 1 we have that∑
(P,Q)∈Crsk

n,k

qmaj(P ) =
∑

w∈Cn,k

qmaj(w−1) = [n]q · · · [n− k + 1]q. (7)

In order to evaluate
∑

(P,Q)∈Dn,k,s
qmaj(P ) we note that pairs (P,Q) ∈ Dn,k,s are in correspondence

with triples (P,Q′,a = {a1, . . . , as}), where P remains the same and (P,Q′) ∈ Crsk
n,k−s. Hence∑

(P,Q)∈Dn,k,s

qmaj(P ) =
∑

(P,Q′,a)

qmaj(P )

=
∑

a∈([n−k+1,...,n]
s )

∑
(P,Q′)∈Crsk

n,k−s

qmaj(P )

=

(
k

s

)
[n]q · · · [n− k + s+ 1]q. (8)

Substituting the equations for (7) and (8) into (6) and comparing with (5) we obtain the statement of the
theorem. 2

We can apply the same argument for the preservation of the insertion tableaux and their descent sets to
the bijection Tn,k,s ↔ Πrsk

n,k−s ×
(

[n−k+1,...,n]
s

)
in Proposition 1. We see that the insertion tableaux P in

this bijection, (P,Q) ↔ (P,Q′, b1, . . . , bs) remains the same and so do the corresponding descent sets
and major indices

∑
(P,Q)∈Tn,k,s

qmaj(P ) =

(
k

s

) ∑
(P,Q′)∈Πrsk

n,k−s

qmaj(P ) =

(
k

s

) ∑
w∈Πn,k−s

qmaj(w−1).
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Hence we have the following corollary to the bijection in Proposition 1 and Lemma 1.

Proposition 2 We have that

k∑
s=0

(
k

s

) ∑
w∈Πn,k−s

qmaj(w−1) = [n]q · · · [n− k + 1]q. (9)

5 Permutations only.
Since the original question was posed only in terms of permutations, we will now give proofs of the main
theorems without passing on to the pairs of tableaux. The constructions we will introduce is inspired
from application of the inverse RSK to the pairs of tableaux considered in our proofs so far. However,
since the pairs (P,Q) of tableaux in the sets Dn,k,s are not pairs of Standard Young Tableaux we cannot
apply directly the inverse RSK to the bijection in the proof of Theorem 1. This requires us to find new
constructions and sets of permutations.

We will say that an increasing subsequence of length m of a permutation π satisfies the LLI-m (Least
Lexicographic Indices) property if it is the first appearance of an increasing subsequence of length m (i.e.
if a is the index of its last element, then π̄ = π1, . . . , πa−1 has is(π̄) < m) and the indices of its elements
are smallest lexicographically among all such increasing subsequences. For example, in π = 2513467,
234 is LLI-3. Let n ≥ 2s and let Cn,s,a with a ∈ [n − s + 1, . . . , n] be the set of permutations in Cn,s,
for which there is an increasing subsequence of length n − s + 1 and whose LLI-(n − s + 1) sequence
has its last element at position a.

We define a map Φ : Cn,s \Πrsk
n,s → Cn,s−1× [n− s+ 1, . . . , n] for n ≥ 2s as follows. A permutation

π ∈ Cn,s \Πrsk
n,s has a LLI-(n−s+ 1) subsequence σ which would necessarily start with π1 since n ≥ 2s

and π ∈ Cn,s. Let σ = π1, . . . , πl, πil+1
, . . . , πin−s+1 for some l ≥ 0; if a = in−s+1 then π ∈ Cn,s,a. Let

w be obtained from π by setting wij = πij+1
for l + 1 ≤ j ≤ n − s, and then inserting πil+1

right after
πl, all other elements preserve their (relative) positions. For example, if π = 12684357 ∈ C8,4 \ Πrsk

8,4,
then 12457 is LLI-5, a = 8 and w = 12468537. Set Φ(π) = (w, a).

Lemma 2 The map Φ is well-defined and injective. We have that

Cn,s−1 × a \ Φ(Cn,s,a) =
⋃

n−s+2≤b≤a

Cn,s−1,b.

Proof: Let again π ∈ Cn,s,a and Φ(π) = (w, a). It is clear by the LLI condition that we must have
πil+1

< πl+1 as otherwise
π1, . . . , πl+1, πil+1

, . . . , πin−s

would be increasing of length n − s + 1 and will have lexicographically smaller indices. Then the first
n− s+ 1 elements of w will be increasing and w ∈ Cn,s−1.

To show injectivity and describe the coimage we will describe the inverse map Ψ : Φ(Cn,s,a)→ Cn,s,a.
Let (w, a) ∈ Φ(Cn,s,a) with (w, a) = Φ(π) for some π ∈ Cn,s,a and let w̄ = w1 · · ·wa.

Notice that w̄ cannot have an increasing subsequence {yi} of length n− s+ 2. To show this, let {xi}
be the subsequence of w which was the LLI-(n−s+1) sequence of π. If there were a sequence {yi}, this
could have happened only involving the forward shifts of xi and some of the x′s and y′s should coincide
(in the beginning at least). By the pigeonhole principle there must be two pairs of indices p1 < q1
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and p2 < q2 (q1 and q2 might be auxiliary, i.e. off the end of w̄), such that in w̄ we have xp1 = yp2
and xq1 = yq2 and between them there are strictly more elements of y and no more coincidences, i.e.
q2 − p2 > q1 − p1. Then xp1−1 < xp1 < yp2+1 and in π (after shifting {xi} back) we will have the
subsequence x1, . . . , xp1−1, yp2+1, . . . , yq2−1, xq1 = yq2 , . . . , xn−s+1, which will be increasing and of
length p1 − 1 + q2 − p2 + n − s + 1 − q1 ≥ n − s + 1. By the LLI property we must have that yp2+1

appears after xp1 , but then x1, . . . , xp1−1, xp1 , yp2+1, . . . , yq2−1, xq1 = yq2 , . . . , xn−s will be increasing
of length at least n−s+1 appearing before {xi} in π. This violates the other LLI condition of no n−s+1
increasing subsequences before xn−s+1.

Now let σ = w1, . . . , wr, wir+1
, . . . , win−s+1

with ir+1 > n − s + 1 be the (n − s + 1)-increasing
subsequence of w̄ with largest lexicographic index sequence. Let w′ be obtained from w by assigning
w′ij = wij−1

for r + 1 ≤ j ≤ n− s+ 1, where ir = r, w′a1 = win−s+1
and then deleting the entry wr at

position r.

We claim that the LLI-(n − s + 1) sequence of w′ is exactly σ. Suppose the contrary and let {yi} be
the LLI-(n − s + 1) subsequence of w′. Since n ≥ 2s we have y1 = w1 = σ1, . . . , yij = wij = σj for
all 1 ≤ j ≤ l for some l ≥ r. If there are no more coincidences between y and σ afterwards, then the
sequence w1 = y1, . . . , wil = yl, yl+1, . . . , yn−s+1 is increasing of length n − s + 1 in w̄ (in the same
order) and of lexicographically larger index than σ, since the index of yl+1 is after the index of yl in w′

equal to the index of σl+1 in w.

Hence there must be at least one more coincidence, let yp = σq be the last such coincidence. Again,
in w̄ the sequence σ1, . . . , σq, yp+1, . . . , yn−s+1 appears in this order and is increasing with the index of
yp+1 larger than the one of σq+1 inw, so its length must be at most n−s, i.e. q+(n−s+1)−p ≤ n−s, so
q ≤ p− 1. We see then that there are more y′s between yl and yp = σq than there are σ′s there, so we can
apply an argument similar to the one in the previous paragraph. Namely, there are indices p1, q1, p2, q2,
such that yp1 = σq1 , yp2 = σq2 with no other coincidences between them and q2 − q1 < p2 − p1.
Then the sequence σ1, . . . , σq1 , yp1+1, . . . , yp2−1, σq2+1, . . . is increasing in this order in w, has length
q1+p2−1−p1+n−s+1−q2 = (n−s+1)+(p2−p1)−(q2−q1)−1 ≥ n−s+1 and the index of yp1+1

in w is larger than the index of σq1+1 (which is the index of yp1 in w′). We thus reach a contradiction,
showing that we have found the inverse map of Φ is given by Ψ(w, a) = w′ and, in particular, that Φ is
injective.

We have also shown that the image of Φ consists exactly of these permutations, which do not have an
increasing subsequence of length n − s + 2 within their first a elements. Therefore the coimage of Φ is
the set of permutations in Cn,s−1 with n− s+ 2 increasing subsequence within its first a elements, so the
ones in Cn,s−1,b for n− s+ 2 ≤ b ≤ a. 2

We can now proceed to the proof of Theorem 1. We have that Cn,k \ Πrsk
n,k is exactly the set of permu-

tations in Cn,k with some increasing subsequence of length n− k + 1, hence

Cn,k \Πrsk
n,k =

⋃
n−k+1≤a1≤n

Cn,k,a1 .
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On the other hand, applying the lemma we have that⋃
n−k+1≤a1≤n

Cn,k,a1 '
⋃

n−k+1≤a1≤n

Φ(Cn,k,a1) (10)

=
⋃

n−k+1≤a1≤n

Cn,k−1 × a1 \
⋃

n−k+2≤a2≤a1

Cn,k−1,a2


= Cn,k−1 ×

(
[k]

1

)
\

 ⋃
n−k+2≤a2≤a1≤n

Cn,k−1,a2 × a1


' Cn,k−1 ×

(
[k]

1

)
\

Cn,k−1 ×
(

[k]

2

)
\

 ⋃
n−k+3≤a3≤a2≤a1≤n

Cn,k−2,a3 × (a2, a1)


= · · · = Cn,k−1 ×

(
[k]

1

)
\
(
Cn,k−2

(
[k]

2

)
\ · · · \

(
Cn,k−r ×

(
[k]

r

)
\ . . .

)
. . .

)
,

where' denotes the equivalence under Φ and
(

[k]
r

)
represent the r−tuples (ar, . . . , a1) where n−k+r ≤

ar ≤ ar−1 ≤ · · · ≤ a1 ≤ n. Since #Cn,k−r ×
(

[k]
r

)
=
(
n
k−r
)
(k − r)!

(
k
r

)
, Theorem 1 follows.

As for the q−analogue, Theorem 2, it follows immediately from the set equalities (10) and Lemma 1
once we realize that the map Φ does not change the major index of the inverse permutation, as shown in
the following small lemma.

Lemma 3 LetD(w) = {i+1 before i in w}. ThenD(w) = D(Φ(w)) and thus maj(w−1) =
∑
i∈D(w) i

remains the same after applying Φ.

Proof: To see this, notice that i and i + 1 could hypothetically change their relative order after applying
Φ only if exactly one of them is in the LLI-(n − s + 1) sequence of w, denote this sequence by σ =
w1, . . . , win−s+1

.
Let wp = i and wq = i+ 1. We need to check only the cases when p = ir and ir−1 < q < ir or q = ir

and ir−1 < p < ir, since otherwise i and i+1 preserve their relative order after shifting σ one step forward
by applying Φ. In either case, we see that the sequence w1, . . . , wir−1

, wp (or wq), wir+1
, . . . , win−s+1

is increasing of length n − s + 1 in w and has lexicographically smaller indices than σ, violating the
LLI property. Thus these cases are not possible and the relative order of i and i + 1 is preserved, so
D(w) = D(Φ(w)). 2

We now have that the equalities and equivalences in (10) are equalities on the setsD(w) and so preserve
the maj(w−1) statistic, leading directly to Theorem 2.
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