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The Shannon effect states that “almost all” Boolean functions have a complexity close to the maximal possible for the
uniform probability distribution. In this paper we use someprobability distributions on functions, induced by random
expressions, and prove that this model does not exhibit the Shannon effect.
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1 Introduction
A Boolean function ink variables is a functionf : {0, 1}k → {0, 1} where0 and1 may be interpreted
as the truth valuesfalse ortrue. Each such function can be represented by a Boolean expression built
of thek variables and connectives taken from the set{∧,∨,→}. The complexity of a Boolean function
f is the minimal number of variables needed to build a Boolean expression which representsf . Roughly
speaking, theShannon effectis the following phenomenon: If we choose uniformly at random a Boolean
function ink variables, then asymptotically almost surely (ask tends to infinity) the function will have a
complexity which is exponential ink. The most complex functions ink variables also have exponential
complexity. So a random function has, in some sense, almost maximal complexity.

Now, instead of drawing a random function we turn to its representation. Fix a set of connectives, for
instance a subset of{∧,∨,→}, and an integerk. Then write at random a Boolean expression ink variables
using the connectives of the specified set. What is the “typical” function you get? What is its complexity?
Do we observe theShannon effecthere,i.e., is the complexity of the “typical” function almost the largest
possible? What is the mean complexity of the Boolean functions? Note that the distribution obtained in
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that way is different from the previous one. If, e.g., the chosen set of connectives is a proper subset of
{∧,∨,→}, then the system is incomplete,i.e., there are functions which do not have a representation and
therefore their probability is zero.

The efforts to define non-uniform probability distributions (induced by random Boolean expressions,
or formulae) on the set of Boolean functions, date back to themid nineties. The starting point is generally
the description of expressions astreesof a suitable shape and suitably labelled. The first investigations in
this direction were carried out by Paris et al. [PVW94] onAnd/Or trees,i.e., expressions built on the two
connectives∧ and∨; the underlying model was that of binary Catalan trees. The study of these trees was
further pursued by Lefmann and Savický [LS97] who proved bya pruning argument the existence of a
probability distribution induced by random expressions. Moreover, they established important lower and
upper bounds for the probability of any Boolean function in terms of its complexity. At the same time,
Woods [Woo97] proved independently the existence of a limiting distribution for general formulae. The
term limiting probability in this context has to be understood as follows: Consider the ratio of the number
of formulae of sizen that compute a fixed Boolean functionf among all formulae of sizen and let the
size grow to infinity. It is possible to show that the limit of this ratio exists for a wide variety of logical
systems (see Gardy’s survey [Gar06]), and that we can thus define a probability distribution on the set of
Boolean functions.

The survey paper of Gardy [Gar06] presents an overview of theprobability distributions induced by
random Boolean expressions on Boolean functions and of the way we can obtain them using the tools of
analytic combinatorics: enumeration of formulae/trees bygenerating functions, the Drmota-Lalley-Woods
theorem (see [FS09, p. 482]) for solving an algebraic systemof algebraic quadratic equations and asymp-
totics. Chauvinet al. [CFGG04] considerAnd/Or trees, too. They improved the bounds established by
Lefmann and Savický and then introduce a second construction of a probability distribution on functions,
whose underlying expressions are built by a critical Galton-Watson branching process. More recently,
Kozik [Koz08] proved the order of convergence of the probability of a fixed function, when the number
of variables tends to infinity, for both probability distributions. Fournieret al. [FGGG08] examined the
problem in the logical system of implication and established a relationship between the complexity and
the probability of a fixed function.

By considering the uniform distribution on Boolean functions, theShannon effectstates that asymptot-
ically almost all Boolean functions have a tree complexity with an order of magnitude2k/ log k which is
close to the maximal possible complexity that is of orderΘ(2k). This classical result was discovered in
[RS42, Sha49a]. Further investigations were carried out byLupanov [Lup62, Lup65]; a proof based on
combinatorial counting arguments can be found in Flajolet and Sedgewick’s book [FS09].

The main goal of this paper is to disprove the existence of theShannon effect in probability distribution
on functions induced by random expressions. We will examinetwo probability distributions: For the first
one, we will focus on the logical system with one connective (implication). In order to show our result
we will prove that a certain class of functions with small complexity has a positive limiting probability.
The second is based on Galton-Watson branching processes. We consider here logical systems with an
arbitrary set of connectives and are able to characterize the set of functions which attains the total mass in
the limiting distribution.

The present paper is organized as follows. In Section 2 we describe the model and state the main
result, namely that a subfamily of functions whose complexity is at most quadratic has a strictly positive
probability when the number of variables tends to infinity inlarge implicational trees. The next section
develops the tool of expanding trees in a suitable way which will be one of the main ingredients of the
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proof. Section 5 is dedicated to a second probability distribution, based on decorated Galton-Watson trees.
Finally, we present possible perspectives in Section 6.

2 Model and main result
First we start with a rapid description of the expressions under consideration, then we detail the way they
induce a probability distribution on Boolean functions. Wewill state our main result, saying that there is
no Shannon effect in the probability distribution on Boolean functions induced by largeimplicationtrees.
Then we will define the crucial tool of expansions of trees andfinally, we will prove the main result by
computing some limiting ratios.

For the first distribution, we consider expressions built with the single connective ofimplication (de-
noted by→) andk positive literals{x1, . . . , xk}, i.e., there is no negation of variables. These expressions
can be represented as complete binary and planar trees whoseinternal nodes are labelled by the single
connective and the leaves by some literals. The set of expressions of this logical system is denoted by
Ek. Each expression, or tree, is associated to a specific Boolean function. For any expression, we will
say that this expressioncomputesor representsthe associated function. The subset of functions that are
represented by some expressions ofEk will be denoted byBk. The logical system of implication with
positive literals is not complete, soBk is a subset of all Boolean functions ink variables.

We define thesizeof any expression ofEk as the number of leaves of its tree representation. Letf ∈ Bk.
Thecomplexityof f is the size of the smallest trees computing it. Iff actually depends on the variable
x, then we say thatx is anessential variablefor f . Otherwisex is called aninessentialvariable for the
functionf .

Let Cn be the number of complete binary unlabelled trees withn leaves,i.e., Cn = 1
n

(

2n−2
n−1

)

, the
(n− 1)-th Catalan number. The generating function that enumerates full binary unlabelled trees, wherez
marks the leaves, is denoted byF (z) and satisfies:

F (z) =
1−

√
1− 4z

2
.

Fact 1 The Catalan numbers satisfyCn+1 6
4n√
πn3/2 for all n ∈ N andCn+1 ∼ 4n√

πn3/2 , asn → ∞.

Catalan numbers are well presented in the book of Flajolet and Sedgewick [FS09, p. 6-7].

We define thelimiting ratio of a subset of expressionsA ⊂ Ek as

µk(A) = lim
n→∞

#{A ∈ A : |A| = n}
#{A ∈ Ek : |A| = n} , if this limit exists.

For a Boolean functionf , we defineµk(f) = µk({A ∈ Ek : [A]] = f}), where[A]] is the Boolean func-
tion represented by the expressionA. The results of Drmota [Drm97], Lalley [Lal93] and Woods [Woo97]
give us an easy way to prove that the limiting ratio of each Boolean function is defined in the systemEk
(i.e., for all Boolean functionsf the limit definingµk(f) exists). These theorems are nicely described in
Flajolet and Sedgewick [FS09].

In the following, we will denote the generating function enumerating all trees in this logical system
Fk(z). The variablez marks the leaves, so

Fk(z) =
1−

√
1− 4kz

2
.
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Let us state the main theorem of this section.

Theorem 2 Let R = 9πk2/16. Then the probability of all functions of complexity at mostR is larger
than or equal to9/64, when the number of variablesk tends to infinity. Therefore there is no Shannon
effect in the logical system built only on implication.

This theorem proves that a family of functions with small complexity (polynomial ink) has a non-
negligible probability. So, the probability distributioninduced byimplication trees cannot exhibit the
Shannon effect.

Corollary 3 In the logical system of implication{→} and literals{x1, x̄1, . . . , xk, x̄k} (this system is
complete,i.e., all functions are expressible), the probability distribution cannot exhibit the Shannon effect.

To prove the corollary, we use Theorem 2, with2k positive literals instead ofk. Then for alli ∈ {1, . . . , k}
we identifyxk+i to x̄i.

3 Expansions in implication trees
The goal of this part consists in defining some family of largetrees obtained using a smaller tree. One of
the property of these trees is that they compute the same function as the smaller one, and consequently,
these trees do not represent functions with larger complexity. Therefore we will introduce the concept of
(ν,A)-expansions of trees (see below). Certain subclasses of(ν,A)-expansions were used in [FGGG08]
for studying the relation between probability and complexity of functions in the implicational system.

Any tree in our logical system can be viewed as a finite sequence of the form(A1, . . . , Aℓ, λ) with
binary treesAi and a leafλ. The decomposition is as follows. Start at the root and go to the right-
most leaf of the tree. The subtrees sticking out to the left ofthis path are the treesAi. Since each node
corresponds to an implicationa → b and this implication is equivalent tōa∨ b, the function computed by
the whole tree is just the disjunction of the negations of thefunctions computed by the subtreesAi and the
label of the leafλ. In such a decomposition we callλ thegoal andA1, . . . , Aℓ thepremisesof the tree.
Recursively, we define the premises and the goal of any subtree T ′ of T (the goal ofT ′ is its rightmost
leaf and its premises are the left subtrees ofT ′ we meet by following its right branch).

For any treeT and any leafλ of T , we define∆λ to be the minimal left subtree ofT whose goal isλ
(if λ is the goal ofT , we define∆λ = T ). For the rest of the paper we will abusively use∆x instead of
∆λ, wherex is the label ofλ.

Definition 4 LetT andA be two trees andν an arbitrary node ofT . A (ν,A)-expansionof T is defined
to be the tree obtained by replacing the subtreeB of T which is rooted atν by the treeA → B.

The general scheme of a(ν,A)-expansionis depicted in Figure 1. As the treeB is replaced byA → B,
in the right tree the connective→ is in the place where the root ofB was before the expansion.

As a concrete example of the above definition consider the treeT of the expressionx → (y → z). Let
ν1 the (internal) node corresponding to the second implication andν2 the node corresponding to the literal
y. Furthermore, letA be an arbitrary tree. Then the(ν1, A)-expansion ofT is x → (A → (y → z)) and
the(ν2, A)-expansion ofT is x → ((A → y) → z) (see Figure 2).

Lemma 5 LetT be a tree andx one of the labels of its leaves. Furthermore, letA be a tree with a premise
of size one, labelled byx. Then for every (internal or external) nodeη of ∆x the(η,A)-expansion ofT
computes the same Boolean function asT .
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ν
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ν
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Fig. 1: The right tree is the(ν,A)-expansion of the left one.

→

x →

y z
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A y
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Fig. 2: The left tree isT , the other trees are the(ν1, A)-expansion and(ν2, A)-expansion ofT .

Such an expansion will be called anexpansion of type “premisex” .

Proof: Let T be a tree andx the label of one of its leaves. Furthermore, letA be a tree with a premise of
size one and labelled byx. Denote byη one of the nodes of∆x andB the subtree rooted inη. Set∆′

x

equal to the(η,A)-expansion of∆x.
If x is set equal to 1, then∆′

x computes 1, and so does the tree∆x. Otherwise, ifx = 0, then the tree
A, which contains a premise labelled withx computes 1. Consequently, the treeA → B computes the
same function asB and thus∆′

x and∆x compute the same function. This completes the proof. 2

Letx be a fixed variable and let us determineEprem. x
k (r) the number of expansions of type “premisex”

of all labelled trees of sizer.

Lemma 6 Letρ = (k − 1)/(2k − 1)2.

Eprem. x
k (r) = ρ−r ·

(

1

2(2k − 1)
− 1

2k(k − 1)

r−1
∑

ℓ=0

(kρ)ℓ+1

(

2ℓ

ℓ

)

)

.

Proof: Let T (y, z) andU(y, z) be two generating functions. Both enumerate trees with the variablez
marking leaves. For the generating functionT , the variabley marks every node which belongs to a∆x.
ForU , y is marking nodes such that these nodes belong to at least two distinct (and therefore nested)∆x.
In fact, by differentiatingT (y, z) with respect toy, and then by evaluatingy to 1, we get a generating
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function in the variablez whose coefficient ofzr is the number of expansions (counted with multiplicities)
of type “premisex” in all trees of sizer.

But we are interested in the number of possible expansions oftype “premisex” in all trees of sizer
(countedwithoutmultiplicities). This is given by the following value:

Eprem. x
k (r) = [zr]

(

∂T

∂y
(y, z)|y=1 −

∂U

∂y
(y, z)|y=1

)

.

To simplify the following equations, we will denote byTy(z) the function∂T
∂y (y, z)|y=1. The same kind

of notationsTz(y) andUy(z) will be used. ThusEprem. x
k (r) = Ty(z)− Uy(z).

We first establish a functional equation forT (by decomposing it according to its right branch):

T (y, z) =
(k − 1)z

1− T (y, z)
+

yz

1− T (y, y2z)
.

Both terms are respectively obtained when the goal is different fromx, resp. is equal tox. In the second
term, in each subtree obtained byT (y, y2z), expansions are possible in every node and moreover an
expansion is possible in the node which is the father of this subtree. Consequently, if the subtree has sizes,
then exactly2s expansions are possible relatively to this subtree. After differentiation and evaluation at
y = 1 we obtain:

Ty(z) =
z(1− Fk(z) + 2zF ′

k(z))

(1− Fk(z))2

=
z√

1− 4kz
+

4kz2

(1− 4kz)(1 +
√
1− 4kz)

.

In the same way we get:

U(y, z) =
(k − 1)z

1− U(y, z)
+

z

1− T (y, z)
.

The variabley marks the nodes that belong to two distinct∆x. In fact, if the goal of the whole tree is
distinct fromx, then we recursively enumerate the premises. Otherwise, ifthe goal of the tree isx, then
we want to enumerate nodes that belong to a second∆x in each premise.

Uy(z) =
zTy(z)

(1− Fk(z))2 − (k − 1)z
.

So finally,

Ty(z)− Uy(z) =
(1− 2k)z

2((2k − 1)2z − k + 1)
+

z

2((2k − 1)2z − k + 1)
√
1− 4kz

.

The constantρ = (1 − (2k − 1)−2)/(4k) is the smallest singularity of the functionTy(z) − Uy(z).
To obtain the coefficient ofzr in the previous generating function, we use the Cauchy product of both
generating functionsg(z) = 1/((2k − 1)2z − k + 1) andh(z) = 1/

√
1− 4kz. Let r be an integer, then

[zr]g(z) =
ρ−r

1− k
zr and[zr]h(z) = (r + 1)krCr+1z

r,
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whereCr+1 is therth Catalan number. Computing the Cauchy productg(z)h(z) we get

[zr−1]g(z)h(z) =
−ρ−r

k(k − 1)

r−1
∑

ℓ=0

(kρ)ℓ+1

(

2ℓ

ℓ

)

.

Thus we conclude

Eprem. x
k (r) = ρ−r ·

(

1

2(2k − 1)
− 1

2k(k − 1)

r−1
∑

ℓ=0

(kρ)ℓ+1

(

2ℓ

ℓ

)

)

.

2

For any treeT and any nodeν of T , we define∆2
ν to be the minimal left subtree ofT which strictly

contains∆ν , if it exists. As before we will abusively use∆2
x instead of∆2

ν , wherex is the label ofν, for
the rest of the paper.

Fig. 3: The left subtrees∆ν and∆2

ν
associated to a nodeν of a tree.

Lemma 7 LetT be a tree andν one of its left leaves (a leaf which is a left son) labelled withx. Moreover,
let A be a tree whose goal is labelled byx. Then for every (internal or external) nodeη of ∆2

ν which is
distinct fromν, the(η,A)-expansion ofT computes the same Boolean function asT .

Such an expansion will be called anexpansion of type “goalx” .

Proof: LetT be a tree andν one of its left leaves labelled withx. Asν is a left son, the existence of∆2
ν is

obvious. LetA be a tree whose goal is labelled byx. Let η be one of the node of∆2
ν , distinct fromν, and

B be the tree rooted inη. If x is set equal to 1, then the expanded tree∆2′

ν (the(η,A)-expansion of∆2
ν)

computes the same function as the tree∆2
ν sinceA computes 1. Otherwise, ifx = 0, then∆2

ν computes
1 and consequently the tree∆2′

ν computes 1, too. This completes the proof. 2

Let x be a fixed variable and let us determineEgoal x
k (r) the number of expansions of type “goalx” of

all labelled trees of sizer.
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Lemma 8 For all r ∈ N we have

Egoal x
k (r) > Eprem. x

k (r) − rkr−1Cr.

Proof: We want to establish a lower bound of the number of expansionsof type “goalx” of trees of size
r. LetT be a tree with a leafν labelled byx. Using Lemma 7 we know that we can expand the tree by an
expansion of type “goalx” in every node of∆2

ν \ {ν} if ν is a left leaf.
First suppose thatν is a left node. If we consider the mirror imageT ′ of T (it is obtained by exchanging

the left and the right sons ofT and then going on recursively,i.e., apply the whole procedure to the sons).
We denote byν′ the image ofν in T ′. The number of nodes of∆2

ν in T is larger than – or possibly equal
to (in the case whereν is the first premise of∆2

ν) – the number of nodes of∆′
ν in T ′. Consequently,

#{(ν,A)-expansions of type “goalx” in T} > #{(ν′, A)-expansions of type “premisex” in T ′} − 1

Suppose now thatν is a right node. We cannot expand with type “goalx”. But if we consider its mirror
image, the size of∆′

ν in T ′ is 1, so the previous inequality is still valid in this case.
The mapping that changes a tree into its mirror image is bijective so the total number of expansions of

type “goalx” in trees of sizer is larger than or equal to the difference of the total number of expansions of
type “premisex” in trees of sizer and the number of nodes labelled byx in trees of sizer (let us denote
this number byN(r)).

N(r) = Cr

r
∑

ℓ=1

(

r

ℓ

)

(k − 1)r−ℓ

6 rkr−1Cr .

This completes the proof. 2

4 Lower bounds and proof of Theorem 2
Lemma 9 LetR = 9π

16 k
2. For all r < R we have

Eprem. x
k (r) >

(

1

2(2k − 1)
− 1

8k(k − 1)
−

√
r

4
√
πk(k − 1)

)

(4k)r.

Proof: Let R = 9π
16 k

2 andr < R. Using Fact 1 and the fact thatkρ < 1/4, we get

r−1
∑

ℓ=0

(kρ)ℓ+1

(

2ℓ

ℓ

)

6
1

4
+

r−1
∑

ℓ=1

ℓ+ 1

4
√
π ℓ3/2

The function(x + 1) · x−3/2 is decreasing, so

r−1
∑

ℓ=0

(kρ)ℓ+1

(

2ℓ

ℓ

)

6
1

4
+

1

4
√
π

∫ r

1

x+ 1

x3/2
dx 6

1

4
+

√
r

2
√
π
.

Consequently, the lemma is proved. 2
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Lemma 10 LetR = 9π
16 k

2. For all r < R we have

Egoal x
k (r) >

(

1

2(2k − 1)
− 1

8k(k − 1)
−

√
r

4
√
πk(k − 1)

− 1

4
√
πrk

)

(4k)r.

Proof: Using Fact 1,

rkr−1Cr 6
(4k)r−1

√
πr

.

Now, using Lemmas 8 and 9, we get the result. 2

We are now ready to prove Theorem 2.

Proof of Theorem 2: Let R = 9πk2/16 andBR
k be the set of Boolean functions onk variables whose

complexity is less thanR. For a treeT of sizer < R, let Ex
T be the family of trees obtained by one

expansion of type “premisex” such that the left subtreeA grafted toT satisfies the following conditions:
the structure ofA is x → (T1 → T2) or T1 → (x → T2) and both sizes ofT1 andT2 are larger thanR.
Trees ofEx

T are computing the same function asT , because they belong to expansions of type “premise
x” of T . For a treeT of sizer < R, let Fx

T be the family of trees obtained by one expansion of type
“goal x” such that the left subtreeA grafted toT satisfies the following conditions: the structure ofA is
T1 → T2 such that both sizes ofT1 andT2 are larger thanR, the first premise ofT2 has size at least 2 and
the goal ofT2 isx. Trees ofFx

T are computing the same function asT , because they belong to expansions
of type “goalx” of T . We remark that both familiesEx

T andFx
T are disjoint.

Then,

µk(BR
k ) >

⌊R⌋
∑

r=1

∑

all variablesx

∑

T∈Tk,|T |=r

µk(Ex
T ) + µk(Fx

T ),

where⌊R⌋ denotes the integer part ofR.
Let X(z) be the generating functions of trees with structurex → (T1 → T2) or T1 → (x → T2)

and such that both subtrees’ sizes are larger thanR. Then we getX(z) = 2zP (z)2, whereP (z) =
∑∞

n=⌊R⌋ k
nCnz

n. Letxn be the coefficient ofzn in X , we have

xn = 2

n−1−⌊R⌋
∑

l=⌊R⌋+1

kn−1ClCn−1−l.

Let ǫ > 0, then by using Fact 1 there exist sufficiently largek andn such that

xn >



2

n−1−⌊R⌋
∑

l=⌊R⌋+1

(4k)n−1

16π(l− 1)3/2(n− 2− l)3/2



− ǫ.

The functionx → x−3/2(n− 3− x)−3/2 is decreasing, so

xn > 2
(4k)n−1

16π

∫ n−1−⌊R⌋

⌊R⌋
x−3/2(n− 3− x)−3/2dx.
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Consequently, for a treeT of sizer,

µk(Ex
T ) = lim

n→∞
xn−r

knCn
>

2
√

π⌊R⌋(4k)r+1
.

In the same way we prove

µk(Fx
T ) >

4
√

π⌊R⌋(4k)r+1
.

If we set

M1
k =

⌊R⌋
∑

r=1

∑

all variablesx

Eprem. x
k (r)

2
√

π⌊R⌋(4k)r+1

and

M2
k =

⌊R⌋
∑

r=1

∑

all variablesx

Egoal x
k (r)

1
√

π⌊R⌋(4k)r+1
,

thenµk(BR
k ) > M1

k +M2
k . Moreover, note thatEprem. x

k (r) does not depend on the variablex,

M1
k >

⌊R⌋
∑

r=1

(

1

2(2k − 1)
− 1

8k(k − 1)
−

√
r

4
√
πk(k − 1)

)

1

2
√

π⌊R⌋

>

(

1

2(2k − 1)
− 1

8k(k − 1)

)

√

⌊R⌋
2
√
π

− 1

8π
√

⌊R⌋k(k − 1)

∫ ⌊R⌋+1

1

√
xdx

lim
k→∞

M1
k >

3

64
.

In the same way we compute a lower bound forM2
k . By taking the limit fork tending to infinity, we

finally obtain

lim
k→∞

µk(BR
k ) >

9

64
.

2

5 Decorated Galton-Watson trees
We shall consider the probability distribution on Boolean functions induced by a distribution on trees
given by a critical Galton-Watson process, where the internal nodes are labelled uniformly at random and
independently and the labels are taken from a setC containingc binary connectives. The external nodes
are labelled uniformly at random and independently with labels taken from the set{x1, . . . , xk}. We shall
call such trees decorated Galton-Watson trees.

In this model, the probabilities that a node has zero or two sons are equal to1/2. We consider the
size of a tree to be its number of leaves. It is known that a treeis almost surely finite in this model (see
book [AN72] to get such results). We denote the set of all expressions built with the set of connectivesC
and thek variables byEk.
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This probability distribution has been introduced by Chauvin et al. in [CFGG04] onAnd/Or trees and
can be obviously adapted to our case – here for labelling the internal nodes we choose (uniformly at
random) amongc different connectives instead of two. So for an expressionA ∈ Ek, we get:

πk(A) = P(structure ofA) · P(labelling ofA) =
1

22|A|−1 c|A|−1 k|A| ,

where|A| denotes the size ofA. Notice that the probabilityπk(A) is well defined for any subset of trees
A ⊂ Ek. We define the probability of a given Boolean functionf , onk variables, as

πk(f) = πk({A ∈ Ek | [[A]] = f}) =
∑

[[A]]=f

πk(A),

where[[A]] is the Boolean function represented by the expressionA.
Let us denote byBk the subset of functions that are represented by some expressions ofEk (we recall

thatBk is dependent onC).
As in the model of the previous sections we say that ifA is an expression representingf ∈ Bk, thenA

computes the functionf . Thecomplexityof f is the size of the smallest trees computing it. Iff depends
on the variablex, thenx is called anessential variableelse aninessentialvariable forf .

A Boolean functionf ∈ Bk is called aread-oncefunction if its complexity is equal to the number
of essential variables it depends on. Theminimal treesof a given function are the trees computing the
function whose size equals the complexity of the function. Aread-oncetree is a tree whose leaves are all
labelled with distinct variables. Notice that read-once trees are exactly minimal trees computing read-once
functions. We will denote byRTk the set of read-once trees and byRk the set of all read-once functions
of Bk.

Theorem 11 The probability of all read-once functions tends to 1 almostsurely, when the numberk of
variables tends to infinity,i.e.,

lim
k→∞

πk(Rk) = 1.

Let us give another interpretation of this theorem. Whenk tends to infinity and you choose a func-
tion at random according to the probability distribution induced by decorated Galton-Watson trees, then
this function is read-once, almost surely. Obviously, there is no Shannon effect in this model since the
complexity of read-once functions is at mostk. We prove last Theorem now.

Fact 12 Dominated convergence theorem:
Suppose that(fn)n∈N is a sequence of measurable functions, such thatfn tends pointwise to a functionf
almost everywhere asn tends to infinity. If|fn| 6 g for all n, whereg is integrable, thenf is integrable
and

lim
n→∞

∫

fndµ =

∫

fdµ.

Proof of Theorem 11: To obtain a lower bound of the probability of all read-once functions, when the
numberk of variables, we compute the following limit:limk→∞ πk(RTk). Let us denoteRγ

k the set of
read-once functions of complexityγ, andRT γ

k the corresponding set of minimal trees. Thus we obtain

lim
k→∞

πk(RTk) = lim
k→∞

k
∑

γ=1

πk(RT γ
k ).
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Obviouslyπk(Rγ
k) > πk(RT γ

k ). Let us compute the following probability:

πk(RT γ
k ) =

∑

A read-once tree
|A| = γ

πk(A)

=
∑

A read-once tree
|A| = γ

1

22γ−1 cγ−1 kγ

=
1

22γ−1 cγ−1 kγ
Cγ · cγ−1 · k(k − 1) · · · (k − γ + 1),

whereCγ denotes the(γ − 1)th Catalan number.
So finally

πk(RT γ
k ) =

2

4γ
k(k − 1) · · · (k − γ + 1)

kγ
Cγ .

Let γ ∈ N \ {0}, we defineg(γ) = 2
4γ Cγ . Using Fact 1, we conclude thatg is integrable. The

functions(πk) are probability distributions so they are measurable and moreover for allk andγ we have
0 6 πk(RT γ

k ) 6 g(γ). Clearly,πk(RT γ
k ) = 0 for all γ > k. Using Fact 12, we obtain

lim
k→∞

k
∑

γ=1

πk(RT γ
k ) =

∞
∑

γ=1

2

4γ
Cγ .

Using the generating function enumeratingCγ , we getlimk→∞
∑k

γ=1 πk(RT γ
k ) = 1.

Finally, since the probability of read-once trees is a lowerbound of the probability of the read-once
functions, we conclude:

lim
k→∞

πk(Rk) = 1.

2

6 Conclusion and perspectives
In the model based on branching processes the situation is very clear. If you take a random function,
then, roughly speaking, its complexity is linear in the number of its variables. In the model based on
large Catalan trees we could show that there is a positive fraction of functions with low complexity.
Thus a natural question arises: Can we hope that asymptotically almost every function has low (i.e.,
polynomial) complexity. If so, what is the exponent of the maximal complexity which (speaking in
terms of asymptotics) actually shows up? If not, is it possible to identify a class of functions which
has asymptotically the total mass and which is at least easy to describe?

Another direction is of course the transfer of the result from the implicational system to other logical
systems. Even in the case of And/Or trees the situation is already different. If we try a similar approach
then it turns out that the class of functions has limiting ratio zero. However, we conjecture that the model
of And/Or trees does not exhibit the Shannon effect. We are currently working on a generalization of the
concept ofexpansionsin And/Or trees and hope to get a strictly positive limiting ratio for functions of
quadratic complexity.



No Shannon effect on probability distributions on Boolean functions induced by random expressions315

References
[AN72] K. Athreya and P. Ney.Branching Processes. Springer, 1972.

[Bop85] R. B. Boppana. Amplification of Probabilistic Boolean Formulas. InProceedings of the 26th
IEEE Symposium on Foundations of Computer Science, pages 20–29, 1985.

[CFGG04] B. Chauvin, P. Flajolet, D. Gardy, and B. Gittenberger. And/Or trees revisited.Combina-
torics, Probability and Computing, 13(4-5):475–497, July-September 2004.

[Drm97] M. Drmota. Systems of functional equations.Random Structures and Algorithms, 10(1-
2):103–124, 1997.

[FGGG08] H. Fournier, D. Gardy, A. Genitrini, and B. Gittenberger. Complexity and limiting ratio
of Boolean functions over implication. In33rd International Symposium on Mathematical
Foundations of Computer Science (MFCS’08), pages 347–362, Torun, Pologne, August 2008.

[FS09] P. Flajolet and R. Sedgewick.Analytic Combinatorics. Cambridge University Press, 2009.

[Gar06] D. Gardy. Random Boolean expressions. InColloquium on Computational Logic and Appli-
cations, volume AF, pages 1–36. DMTCS Proceedings, 2006.

[Koz08] J. Kozik. Subcritical pattern languages for And/Ortrees. InFifth Colloquium on Mathematics
and Computer Science, Blaubeuren, Germany, september 2008. DMTCS Proceedings.

[Lal93] S. P. Lalley. Finite range random walk on free groupsand homogeneous trees.The Annals of
Probability, 21(4):2087–2130, 1993.
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