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An optimal cardinality estimation algorithm
based on order statistics and its full analysis

Jérémie Lumbroso

Equipe APR, LIP6/UPMC, 4 place Jussieu, F-75005 Paris, Eean
Algorithms Project, INRIA Rocquencourt, F-78153 Le Chgskeance

Building on the ideas of Flajolet and Martin (1985), Alon ét 61987), Bar-Yossef et al. (2002), Giroire (2005),
we develop a new algorithm for cardinality estimation, lohee order statistics which, according to Chassaing and
Gerin (2006), is optimal among similar algorithms. Thisalthm has a remarkably simple analysis that allows us
to take itsfine-tuningand thecharacterization of its propertiefurther than has been done until now. We prove that,
asymptotically, it isstrictly unbiasedcontrarily to Probabilistic Counting, Loglog, Hyperlogj), we verify that its
relative precision is about/+/m — 2 whenm words of storage are used, and we fully characterize the lawi of

the estimates it provides, in terms of gamma distributiohis-is the first such algorithm for which the limit law has
been established. We also develop a Poisson analysis fprakesymptotic regime. In this way, we are able to devise
a complete algorithm, covering all cardinalities ranges to very large.

1 Introduction

Given a largemultisetS of size|S| (the number of elements containeddii we are interested in a basic
quantity, thecardinality n which is the number odiistinctelements irnS.

The problem of determining or estimating the cardinalityaoflarge) multiset is historically tied to
database query optimization, but it also has a wide varieotheer practical applications in many fields,
ranging from data mining to network security (as is furthetailed in Flajolet’'s survey [5]). Solving it
exactly without additional knowledge on the nature of theadaquires linear space. For the orders of
magnitude considered, multisets containing millionsof billions, of elements, this is impractical.

Probabilistic algorithms, which advantageously tradaieacy for speed, have proven remarkably ele-
gant and useful: see Alon et al.'s synthesis study [1]. Therdthms we are interested in all resort to hash
functions to transform the input data into what can be vijuzonsidered as uniform random variables
(see Knuth [11]). Arobservablds a function of the underlyingetof hashed values; that is, a quantity
independent of replications.

From here, two broad categories of observables have emargedsponding to two different ways of
viewing the hashed values.

e The “continuous view”, where the hashed values are seenahsiuenbers on the s¢b, 1], and
only the relative order of elements is taken into accounseotables studied under this model are
calledorder statistics In particular thek-th order statistic, for any given (constait)is the k-th
smallest value of the underlying set. These are relevariLises for instance, thieth order statistic
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of n uniformly random variables is an observable and its exgedéue isk/(n + 1), thus it must
convey some information on the cardinality Algorithms which fit into this category are due to
Bar-Yossef et al. [2], and more recently to Giroire [9, 10haSsaing and Gerin [3].

e The “discrete view”, in which the hashed values are consides strings of bits. Observables are
then based ohit-patterns such as the longest run of zeroes at the beginning of a strimgpapers
by Flajolet et al. [4, 6, 7] belong to this category, as doasa(iway)linear counting a special
method introduced by Whang et al. in [12], but one that coresiliinear space.

Algorithms based on pattern observation produce estimdtat, for well understood reasons, tend to
involve small periodic fluctuations. While inconsequelfiam a practical standpoint, these introduce
a residual error which means the estimators are not totajhynatotically unbiased. Our algorithm, by
virtue of being based on order statistics, does not havéithitation and is trulyasymptotically unbiased

Giroire’s thesis [9] extensively studies several estimmattased on order statistics observables; Chas-
saing and Gerin in [3] suggest (without a detailed analysiaj another estimator, the inverse of an
arithmetic mean, is optimal—in the sense that its variastess than that of any other estimator based on
order statistics. This is the estimator which we have chéserse in our algorithm. It gives it a relative
precision which isl /v/m — 2 (wherem is the amount of memory used, see Theorem 2).

Counting with hash functions. Hash functions are very relevant to cardinality estimatialgorithms.
On the one hand, they simulate uniform random variables;imdiliow for relatively easy calculations; on
the other hand, this simulated randomnesspgoductible in the sense that with a given hash function the
same element will always be hashed to the same value. Sceict difash functions allow us to study the
underlyingset(of cardinalityn) of a multiset as though we were dealing witluniform random variables.
There is an additional point: we need to choose a functiohefrtashed values that is insensitive to
repetitions, for example, thminimumof all hashed values.

The minimum ofn uniform random variables has expectatibf{n + 1); taking the inverse of this
minimum to estimate cardinality seems straightforwardugio Unfortunately, this alone turns out to
be less than useful for two reasons: the standard deviafittisominimum is of the same order as its
expectation, which means that it fluctuates a lot; conctirethe inverse function diverges th and the
inverse of the minimum has infinite expectation.

Fluctuations can be circumvented by taking the averageveirabexperiments (her@ minima), each
of which would be performed using a different hash functiod the same multiset. While this works, the
overhead of hashingachelement of the multiset: times is vastly prohibitivé.

Stochasticaveraging. As early as one of the first papers on probabilistic cardipaktimation, Flajolet
and Martin introduced a technique they calldchastic averaging7], to simulatem different hash
functions with a single hash function, by splitting the ihptream into several substreams.

To this end, we assign each element a given substream uhyfatmandom, with the condition that
every repetition of a given element must be assigned the sabstream—which is why the averaging is
termedstochastic Because every instance of an element has to be given thessdrazeam, we again
resort to hash functions. More specifically, given the hesfadueh(z) € (0,1), we use|mh(z)] + 1 as

() Especially as we have in mind algorithms with a precisionra or a few percent, which require to take valuesin the range
of thousands.
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the substream, and we then take the fractional pauh,(z) — [mh(z)]) € (0, 1), as the hashed valtie
Whenm = 2! is a power of two (as we will assume in our final implementatinrSection 5), this can

be done very efficiently by sampling tihdigh bits of the hashed value of the element (these bits nélht

have to be discarded or they will introduce a correlatioh il bias the estimate in unpredictable ways).

Approach and results. Our main purpose is to concurrently developadgorithmfor cardinality esti-
mations and it@nalysis The analysis here serves several purposes:

1. to develop an asymptotically unbiased estimator (Thadrg

2. to determine its accuracy, measured in terms of standard(@heorem 2) and characterize the risk
of error by way of the limit distribution of the estimate (Tdrem 3);

3. to take into account the non-asymptotic regime so as taimlt fully operational algorithm that
provably covers all cardinality ranges frdimio extremely large (Theorem 4 and Proposition 4.2).

The core algorithm is given in Figure 1. The mean and variamzdysis (bias correction and standard
error estimation) are the subject of Section 2, as is the disiribution result. The core algorithm presents
a non-asymptotical regime that is not directly usable: iBac3® details the analysis of an intermediate
regime ( andm proportional), which is amenable to a Poisson approach Bosafor the necessary
corrections.

Section 4 reaps the crop. It adds a correction for the case wh® very small (Subsection 4.1), de-
velops the corrections provided by the Poisson analysisg&ttion 4.2), finally resulting in the complete
algorithm, which covers the entire range of small-to-viemge values as announced.

COREALGORITHM (fully analyzed in Section 2)

Parameter:m control parameter
Input: a streamS = (s1,...,5N)

initialize m registersi/; throughi,, to 1
forall x € S do

A :=h(x) {hashz, with h(z) € (0,1)}
Jji=|mA]+1 {index of the substream assignedifo
M; := min (M;, mA — |[mA]) {update the minimum of theth substrearh
—1 . . .
return Z* = m(m — 1) {estimation functioh

M+ ...+ My,

Fig. 1: Pseudo-code for the core algorithm, introducing some motsitwe will use throughout this article. An ex-
tended estimation function applies either one of two cadiwas, linear counting or Poisson correction, depending on
the observed load—that is the proportion of non-empty teggs

() Alternatively, we could use two hash functioris; to select the substream ahd to give the value attached to an element, but
it is hard enough to find (and then costly to compute) two hasictfons with the sought properties—Ilet alone two which, in
addition, will also have to be independent.
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2 Analysis of the core algorithm

The core algorithm (given in Figure 1, and so called becausérmal algorithm includes several additional
significant corrections), as we have said, relies on stadichageraging. Because of the way we split the
input stream, the size of the resulting substreanmtdeterministic This is an issue in calculating the
estimator's moments. We are lead to obtain a multi-dimeradimtegral parameterized by, which we
approximate using Laplace’s method. Finally, after meahwamiance estimates, we conclude this section
with a characterization of the limit (largé) distribution of the estimator.

The minimumM of n independent random variables uniformly distributed dogt] has a distribution
characterized by

P.[M € [z,z + dz]] = n(l — 2)" ! da. 1)

The expectation ol satisfiesE,, [M] = 1/(n+ 1), but this observation alone is not enough, because the
expectation of the inverse @ff diverges.

Splittingthestream. Stochastic averaging involves uniformly splitting theumptream into substreams,
then proceeding as though each of these substreams isearfatdge of the entire input stream. In our
algorithm, this means that if is the cardinality of the input stream, we expect each of thesgeams to
have a cardinality close to/m.

From an analytical viewpoint, splitting theelements of the stream into substreams, places us in the
classicalballs-in-urns modelLet N; be the (random) number of elements assigned;ttiresubstream,
the probability distribution of the vectdy = (Ny, ..., N,,) is multinomial

1
]P)n[Nlnla-”aNmnm]m<nl " n > (2

Combining (1) and (2) gives us the joint distribution of theminima (M, . . ., M,,) associated to the.
substreams. Let1; be the eventN; = n; andM; € [z;, z; + dz;]. Then,

m 1 n m
P | =— (1 — ;)% day.
n DMJ mn (nl,---,nm) J nj(1— ;)™ da; 3)
j=1 j=1
In this context, the random variah# defined by
m
zZi=—
My+...+ M,

is a viable cardinality estimat8? as we will show in the remainder of this section.

2.1 Moments of the inversed mean of minima
Lemmal Ther-th moment of the random variabte (inverse mean of minima) is given by

n—m

2 (Mm / 1 & dty --- dt,,
E,[Z"] = 1—— . - M 4
n[ ] nm-r [0’%]7% n;tj (tl —|— +tm)7 ( )

(i) Or more precisely, we expec to estimaten/m rather tham, i.e., mZ is expected to estimate. In fact as we prove below
(Theorem 1), the unbiased estimatofis — 1) Z.
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using the following notation for falling factorial$n),, := n(n — 1) --- (n —m — 1).

Proof: This follows from (3), summed over all possible valuesof ..., n,, and simplified using the
multinomial formula after differentiation,

Z " na™ e ngatm Tt = 787” (a1 + ...+ an)"
ni, ! mem 8a1~~-8am m

ey M
N1,..,Mm

n! _
:7'(a1++am)n m

(n—m)

Next, the normalization; = 7*t; brings ther-th moment under its form in (4). O

Lemma 2 Under the regime where tends to infinity, whilen remains fixed,

E.[27] = — (14 o(1)). )

r- (")

Proof: This result is obtained from the exact formula of Lemma 1, bing Laplace’s method: we split
the integration domaif0, 22]™ into two,

Io = [0, %]m and Iy — {0, %}m\lc (6)

wherel¢ is thecentral domainin which the integral turns out to be concentrated and caappeoxi-
mated, andr is thetail which can be bounded by a vanishingly small term; the quatitit) is some
function to be chosen later.

Central approximationwhen integrating oti, we haved < > ¢; < 6(n). The approximation

T\ —
(1-3) =e(1+0(1) (7)
is only verified forz = o(y/n); we thus picki(n) = n'/1°, for instance. We can then use the asymptotic
equivalence (7).

With the integral representation of the Gamma function a@egars, valid foy € R-, andn € N, we
get

o _ |
/ e Wq ' lda = (r y7-1)" (8)
0

as it crucially allows us to separate the integration vdeislof the denominator. After which, it is a

simple matter of grouping exponentials, switching intégral sum, to finally obtain (we have simplified
in passing by a factar™ 1)

1o\ S " 1 — e—(at1) 2\ ™
1—— ti € — ti dtl ~ ef('”l)“’ d = ;m
[(-i%e)  Hevtoa (] "

i=1
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keeping in mind that is considered to be large (comparedit). Because:—(*+1) = a < 5 s

exponentially small, we further have the approximation,

m r_ _ ()
1— 7(a+1)% a 1 +Ole ™
arfl < € — ( ) . (9)

a+1 (a+1)m

Tail estimateswhen integrating odr, at least one of the variablesis larger thanj(n)/m,

(15 e ) <

hence an upper bound of the tail that is an exponentiallylderah,

- dt,, n"™ _sm)
1—=) t;] —————— < —e m. 10
/ ( Z ) 31 + cttm mm© (10)

A similar exponentially small bound holds with replaced by: — m, as in (4).
Final result: by combining equations (9) and (10), and integrating pive can now give an asymptotic
equivalent to the entire integral,

n—m
m

1 dty - dty, * a"1d
R R S B e ) e s TR RO}
0,2]™ n = (ti+...+tm) o (a+1)m

Hence the equivalence (5) of the statement. O

2.2 Asymptotically unbiased estimator

According to Lemma 2, the expected value of the estim&ta asymptotically equivalent ta/(m — 1),
which means we can trivially define a new asymptoticalpiasedestimator.

Theorem 1 The estimatoZ* defined by

25 = (m—-1)Z = Ml(+_—14)rmMn (11)

is asymptotically unbiased, in the sense that:
E,.[Z2*] = n(1+ 0o(1)). (12)
Proof: Follows directly from Lemma 2. ]

Theorem 2 The precision of estimatoE*, expressed in terms of standard error, satisfies

on[Z*] 1
n m—2

(13)

™ We use ~’ to represent asymptotic equivalence; thatfigp) ~ g(n) asn — co, if lim f(n)/g(n) = 1.
n oo
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Fig. 22 A summary of one hundred executions (each with a differeshHanction) of the core algorithm on an
English document of sizez 10° words, containing about = 115 000 different words, withm = 100. Thez-axis

is labeled with the exact cardinality, theaxis with the normalized estimato£( /n). The average is very close
to x = 1, which illustrates Theorem 1. The sample standard deviajgpears to be withia=10%, which is in
agreement with Theorem 2, ag/m — 2 ~ 0.101. Additional curves give an idea of the dispersion: 90% of all
estimates are within the two extreme curves. [The algoritised here incorporates corrections developed below.]

Proof: From the previous results, we derive

n? n? n?

(m—1(m—-2) (m—-12 (m—172(m-2)

Vo[2] =E,[2?] —E,[2)° ~

thus the result, by the definition &* given in equation (11). O

Figure 2 experimentally validates the results of Theorermsd.2.

2.3 Limit law of the main algorithm
The simplicity of estimatoZ* allows us to relatively simply calculate its limit law. Ousgting point is
the same: we recall that whed () is the minimum ofv random variables uniformiif), 1],

P [M(V) € [z, z + dx]} =v(1 —2)" !da, (14)

and the expectation dff is of orderl /n, so that for large:

lim P[VM(V) €t t+ dt]} = e tdt,
n—oo
which represents the familiar exponential distribution aasults plainly from the usual exponential ap-
proximation.

It is well known that the sum ofn independent exponentially (with parameter= 1) distributed
random variables is gamma-distributed, with density

(15)
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4 ] 18 -] B4 1024

Fig. 3: Plots of the density of the limit distribution &* /n (solid blue) and of a normal law with matching mean
and standard deviation (dotted black), far= 4, 8, 16, 32, 64 and1024.

From here, we deal with the su:= M; + ... + M,, which involves partial dependency, because the
M; are bound). We can recycle previous computations to get the Laplacsfioam of S as

—w 1 n . —w(z1+...4Tm . n;—
E[e %] = Z W<n1,...,nm)/[o,1]me e )H”i(lfzi) Hdaz;

N1yeesm =1

_ (n):ln / e~ W@t +am) <m — Z mi) dzy - - dzgm,.
m m ;
[0,1] i=1

The same approximations we used in Subsection 2.1 applyaksexell, to the effect that off), 1]™,

E[e—5] ~ ( / " ettt dt)m [ E])" (16)

whereY is an exponentially distributed random variable with pagteny = 1.

Thus by the shape of its Laplace transform, the quatissymptotically behaves like the sumaf
independentandom variables, each exponentially distributed withapeaterA = m/n. The rescaled
quantityS* := n/m - S asymptotically obeys a gamma law with density, (¢) as given in equation (15).

Now if S* is gamma distributed according to (15), thefb™ has a distribution with the induced density

u—m—1
W, (u) = e_l/“m. a7
Hence:
Theorem 3 For a fixedm > 1, asn tends to infinity, the estimatcf* satisfies

n—o00 (m—1)!

Proof: Animmediate consequence of the calculation (17) above &g @ontinuity theorem for Laplace
transforms. O

™ Recall thatM; = M (N3). Thus indeed, thd4; are interdependent: eadH; is the minimum ofN; uniform random variables,
for some randoniV; which satisfiesy”; N; = n.
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Fig. 4. Bar diagram of the distribution df = 10000 estimates of the cardinality of an English dictionary with
n = 115794 andm = 50, to which has been super-imposed the curve of a rescaledahtam of expected value
p = 115794 and standard deviation = 1/+/48. The distribution of the estimates (for this valuenoj is somewhat
skewed with regards to the normal law, in accordance withttberetical results for the limit distribution.

With this theorem, we can quantify the probabilities of ostirates substantially deviating from the
norm.

For example, for values af: of practical use, namely. > 32, the probability of deviating from
more than three times the standard deviation is expected ligsk than 0.27% and the distribution of the
estimates is expected to be barely distinguishable to vileahdrmal law predicts. This phenomenon is
illustrated in both Figures 3 and 4.

On the theoretical side, we note that, by restricting theiargnt of the Laplace transform to imagi-
nary values and making use of Berry-Esseen inequalitieg;outd bound the speed of convergence to
the inverse-gamma law: we expect this speed to be roughlydefrd//n. Also simulations reveal the
possibility of a stronger convergence in the senselotal limit law [8, §9.9], meaning that the individ-
ual probabilities are themselves well approximated by sty of the inverse-gamma law: this could
conceivably be established by applying the saddle poinhatkto the inverse Laplace integral transform.
These two aspects will be further investigated in my forthtwy PhD thesis.

3 Poisson analysis of the intermediate regime

Stochastic averaging, the technique which involves sitmgdhe use ofn hash functions by uniformly
splitting the input stream into substreams, brings contjmrtal efficiency at the cost of a delayed asymp-
totical regime. This drawback, however, can be compendate@xperimental results have shown that
estimates within the non-asymptotical regime are strobgdged, but that they do not appear any more
dispersed than estimates within the asymptotical regihie suggested that the bias can, to some extent,
be corrected so as to provide estimates with a similar gogcie those of the asymptotical regime.

The analysis of this section validates the existence ofithé&mediate regimand gives us a precise
theoretical basis from which to effect the bias correction.
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Poisson model. As we now focus on pre-asymptotic calculationswill be assumed to be relatively
small compared te:. We consider then substreams to be urns, in which we distributealues according
to a Poisson law (as it is well known that the Poisson distidiouis a good approximation of the binomial
urn allocation), and we consider the values to be real valmédrm variables of the unit interval.

Formally, letA := n/m. We havem urns, and in each urn fally/; € Poi()) values. Each of these
Nj values is a uniform random variable ¢ 1], calledU; throughUy,. We will be interested in the
minimal value to have fallen in each uynif no value has fallen in urr, by convention (and because it
makes algorithmical and mathematical sense), we havettbahinimum of that urn ig.

Suppose a given urhis not empty its minimumA\/; belongs to the intervdk, =+ dz] with probability

Z]P’ V[ M; € [z, x + dz]] Zef/\—l/ —z)’ "tz = Ne M da.
In addition, urnj can also bempty this means thad/; has an extra probability* of being equal td..
Thus we finally get

P[M; € [z,z+ dz]] = Ae M da + e Mgy (18)

wherel. is the indicator function of the event
Now let Dy, be the eventexactlyk urns are non-empty, and the rest are empinder this hypothesis,
the expectation of our estimator (up to a multiplicativetéarcan be expressed as

1 _ x| (o) Tk dzy -+ doy
Ep, |~ | = e ) (e .
My +...+ M, 0,1]% 1+ ... +ap+ (m—k)

j=1

Using the integral representation (8) as before, we obtain

Ep, |[— 1+ —/'OO mY [y L k(e*a*A)m”“d (19)
Pl +. My )y \k a+ A @
Naturally, equation (19) begs only to be summed over alliptessalues ofk,
1 00
E{M1+---+Mm] ZIED’“L\4+ T M, ] / fla (20)
with
fla) == Atae (21)
a) = a+)\ .

The resulting integral of (20) can then be approximatedgikaplace’s method.

Laplace approximation. We expandf(a)™ = exp (mlog(f(a))) and consider that is in the neigh-
borhood o), as usual to be quantified precisely later, so that we carheswttural logarithm’s expansion,

log(f(a)) = —Ca+ 0(a2), C =

(22)
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then by combining (20) and (22), we have for a suitaljle)

o o(m)
/ f(a)™da~ / e ™l qq. (23)
0 0

A further development through Laplace’s method yields Theo4.

Theorem 4 In the intermediate regime,/m = X with A\ bounded away fror, and bounded from above
by a positive constant, witE* the (usual) estimator defined {&.1)

n
1—e '

En[Z7] ~ (24)
We observe, as confirmed by simulations (see Figure 5), this regime, the core algorithm overesti-
mates the actual cardinality (e.g.: by about 58% when m) and that this situation strongly degrades as
A becomes smaller than

Our core algorithm observes some estimgtehich, in the pre-asymptotic regime, is roughly equal to
the right hand side of (24). As we want to retrieve a correetinates, we need to solve the following
equation in\

A
y=

Cl—eA (25)

wherey := (/m.

From subsequent developments, a couple of things appeawaoithy. First, this correction needs
only be applied foy € [2.3, 6]; second, equation (25) can be solved approximatively (atisfactorily)
through several means: a quadratic form either obtainexdigir an asymptotic development of (25), or
through empirical determination; the classical iterafioocess, which converges quite quickly.

4 Correcting the non-asymptotic regime of stochastic averaging

The stochastic averaging algorithm only provides suffityeprecise estimates once it has entered its
asymptotic regime. We have just seen in Section 3 how to dpvah intermediate range correction.

nes 1 1 1 1 1 1 1
8000 10000 12000 14000 16000 18000 20000 22000 2400¢

Fig. 5: A plot of the accuracy of estimates function of the exact icelity and, super-imposed, the curve of the
function f(y) := 1/(1 — e~ ™). Note the latter follows the center of the distribution etfy. (Herem = 4086.)
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Even smaller cardinalities however, which are importargriacticé”), must be estimated through other
means—one possible solution would be to maintain an exadirdity count up until a certain threshold.

4.1 Small cardinality estimation

It turns out that a subtle shift in viewpoint provides the tnelegant and efficient solution. In stochastic
averaging, we distribute values intom sub-intervals, and then average the minimum of each of the
m intervals. Whem is too small with respect ten, this average is distorted because too many sub-
intervals are empty. In this case, a sharper estimationrdirzality is obtained from observingow many
sub-intervals are empty.

This idea was first developed by Whang and al. [12] in thigwe'ar counting algorithm; it has already
been used as a palliative measure in Loglog and Hyperloglogcompleteness, we offer in the annex a
succinct analysis of the algorithm.

Proposition 4.1 Letn andm tend to infinity in such a way that their rativis bounded from above. Let
V' be the number of empty buckets after hashinglues inm buckets, then

E[log V] = log (m - exp (=A)) + o(1).

This property directly suggests a cardinality estimator.

Proposition 4.2 Letn andm tend to infinity in such a way that their ratibis bounded from above. Let
¢ be the cardinality estimator defined by

B(V, m) = —mlog —
m

whereV is the empirical number of empty buckets observed duringalkhing of: values intam buckets.
The estimator is asymptotically unbiased, in the sense fBat] ~ n.

Proof: From proposition 4.1, by linearity of expectation. O

4.2 Joining methods together

In this article, we have given three different methods toweste cardinality, and to each cardinality range
(low, mid, and large) corresponds a method which is mostieffic Through our analyses, we have a
relatively complete view of the properties of each of thesthmods, and we now need to assemble them
to devise a single algorithm capable of estimating the enéinge of possible cardinalities.

This portion of our work is in part suggested by our theoedtwork, but also relies on empirical ob-
servations—both made from large amounts of actual dataa@ed, for instance, from the Gutenberg
Project) and from randomly generated data. In the process)so experimentally validate our results.

Figure 6 is a plot of the error (ratio between the cardinadityimate and the exact cardinality) as a
function of the exact cardinality—the threshold for switahfrom linear counting to the core algorithm
has been determined approximatively. Three regimes at@app

M) To put things in perspective: when monitoring a network—t thaestimating the number of active connections—very samal
small cardinalities are the rule; however very large caiiies, while the exception, must also be readily detdetals they are
fairly often symptomatic of an attack.
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Fig. 6: The error of cardinality estimates ranging franto 50 000, with m = 4086, first using the linear counting
algorithm (Subsection 4.1) and then the core algorithmt{&e@).

o first, for n ranging from0 to about2.5m, the linear counting method is used and we notice that the
error increases progressively (estimates are dispersedgssively further from);

e starting atn = 2.5m, our core algorithm is used, and farranging from2.5m to about6m, we
notice a bias—and indeed not a loss of precision, becaussstimeates are not any more dispersed
than further along the plot: they are just shifted with respe the actual cardinality;

e fromn = 6m on, our core algorithm has reached its asymptotical regimddtze resulting estimates
are satisfyingly precise.

In short, this means that we roughly have two parameterstarmee: the threshold at which we switch
from linear counting to the core algorithm, and the cortfunction for the intermediate region.

Switching threshold. As an increasing number of the substreams are assigned at least one value,
the accuracy of the estimates provided by linear accourredses. Thus, in choosing when to switch
methods, we have to determine when the linear counting rdestasts to become less accurate than the
core algorithm approximately corrected (as suggestedd¥disson analysis).

This was done empirically as a two step process. First, bgroghing when to switch methods in

4

%

5000 10000 15000 20000 1000 2000 3000 4000 5000 6000 7000 2000 4000 6000

Fig. 7: Experimentally determining the threshold at which to stvigsstimation methods; plot of the relative accuracy
(y-axis) function of the exact cardinality (z-axis). Note that the value of. varies from the first plot to the other
two (for scale purposes).
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function ofn, as is illustrated by Figure 7: the second plot stressesthigalinear counting should not
be past a certain point as it very much degrades; the thitdgk snapshot of an experiment where the
cut-off threshold was moved until the accuracy was mossfgatiory. But through this we get a threshold
that is a function of the exact value of whereas this is precisely what the algorithm is attempting
estimate, thus is it not a parameter that is known when chgoshich method to use. Consequently,
second, we need to “translate” this threshold into a quatitdtis plainly measurable by the algorithm:
in our case, thépad factor(proportion of substreams that have been assigned at leastlement, or in
the balls-in-urns view, the proportion of urns that are mopty). Further experimentation reveals that the
linear counting is best used up to an 86% load, at which poinare better off switching methods.

Correcting the core algorithm’s pre-asymptotic regime. As stated previously, our Poisson analysis
gives us a precis@nplicit, equation that characterizes the bias of the pre-asympémgiime. Two obvious
ways of exploiting this equation to reverse the bias arengiai polynomial expansion in/m or using
iteration to get a reasonably good approximation of the ggjura solution.

However at this point, we have settled for a prior, simplaigoh in which we have fit the curve of
the bias with a certain function quadraticrityn, which we use for bias inversion (for instance, this was
activated in the last plot of Figure 7). This function presethe flaw that it may introduce numerical
errors when its parameter (the biased estimate) is too,lacgwe stop using it once the load has reached
100%.

Extensions. As we have already mentionedlazal limit law seems within reach, and this information
would shed even more light on our algorithm. In addition, weuld like to find out whether the Poisson
correction developped in Section 3 can be pushed to thetektainwe no longer need the separate lin-
ear counting method of analyzed in Subsection 4.1—whilevariag this particular question is of little
practical interest, it would be intellectually satisfying

Finally, we are interested in providing a similar limit lawsult for the Hyperloglog algorithm, as
well as reuse and extend our analyses to algorithms whicbarsénality estimation as a black box (text
classification, bimodal network traffic analysis, etc.).
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Proof of Proposition 4.1

Let m be the number of buckets amd the number of distinct values that are hashed. Wiheandn
both tend to infinity while their ratio. := n/m remains within a closed interval & o, the numbe# of
buckets to which no value is hashed is such that

E[V]~m - exp(—A) and  o[V]~c\)vm with ¢()) := \/exp(—=\) — exp(—2)\).  (26)

Chebyshev’s inequality implies that, for all real- 0,

PV —m-exp(-X)] > 1 e(A)] < 5. (27)

The starting point of this proof is the formula

E[log V] :ilogiﬁ”[v:i]. (28)
i=1
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Lett, be a function ofn (to be determined posterior), r, andr, be bounds defined by
rq = |m-exp(=A) —to - c(A)v/m| and 7, = |m-exp(=A) +to - c(A)v/m] .

We are going to split the sum of (28) according to three i1, r,], [ro + 1, 75) @and[r, + 1, oo[, then
use inequality (27) to show that the two extremal sums, this", are negligible.

Tails: thus
Tzalogz' PV =i] <log (m-e™?) ip[v =]
- <log (m-e™?) ];_[; <7yl
<log (m-e ) Plto-c(A)Vm<m e —V]
<log (m-e™?) . (29)

And by a similar method, we also show that

logm
to?

> logi-P[V =il =Y logi-P[V =] <

i=rp+1 i=rp+1

(30)

By choosingt, appropriately (by which we meap > /logm), both sums are bounded by a term that
tends ta) whenm tends to infinity—and thus both sums are negligible wheis sufficiently large.

Central approximationThe central part requires more stringent bounding. We festnine an upper
bound,

T Ty
> logi-P[V =] <logr, » PV =i] <logm (31a)
1=rqe+1 1=rqe+1

and then a lower bound,

ilogi-IP[V:i] > logr, - (1—%) . (31b)
i=rq,+1
Finally,
log (m-e™* £t - c(\)y/m) = log <m e <1 + %)) =log(m-e*)+0 <%> .

(31c)

Therefore, by choosing, < +/m, we centrally approximate the integrand by the asymptatidcvalent
log (m . ef)‘).
Finally: combining equations (29), (30) and (31c), with= m'/1°, we obtain

E[log V] = log (m - exp (=) + o(1), (32)

which is the desired result.



