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A kicking basis for the two column
Garsia-Haiman modules

Sami Assaf and Adriano Garsfa

!Department of Mathematics, Massachusetts Institute ofirfiidogy, 77 Massachusetts Avenue, Cambridge, MA
02139-4307
2 Department of Mathematics, University of California, Saied®, 9500 Gilman Drive, La Jolla, CA 92093-0112

In the early 1990s, Garsia and Haiman conjectured that themiion of the Garsia-Haiman modukg, is n!, and
they showed that the resolution of this conjecture implieshlacdonald Positivity Conjecture. Haiman proved these
conjectures in 2001 using algebraic geometry, but the gurestmains to find an explicit basis fét,, which would
give a simple proof of the dimension. Using the theory of ©Harmonics developed by Garsia and Haiman, we
present a "kicking basis” fofz,, wheny has two columns.
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1 Introduction

In 1988, Macdonald [14] found a remarkable new basis of sytriofeinctions in two parameters which
specializes to Schur functions, complete homogeneousieglary and monomial symmetric functions
and Hall-Littlewood functions, among others. With an agpiate analog of the Hall inner product,
the transformed Macdonald polynomidi, (Z; ¢, t) are uniquely characterized by certain triangularity
and orthogonality conditions, from which their symmetriidos. TheKostka-Macdonalgholynomials,
K>,(q,t), are defined by

w(Z:q:1) ZK/\M g t)sx(Z).

The Macdonald Positivity Conjecture states tP(a;,(q, t) € Njg, t].

In 1993, Garsia and Haiman [6] conjectured that the transéor Macdonald polynomials could be
realized as the bigraded characters for a diagonal actich, @hn two sets of variables. Moreover, they
were able to show that knowing the dimension of this modudsmugh to determine its character. There-
fore then! Conjecture, which states that the dimension of the Garsignin module is:!, implies the
Macdonald Positivity Conjecture.

By analyzing the algebraic geometry of the Hilbert scheme pbints in the plane, Haiman [13] was
able to prove the:! Conjecture and consequently establish Macdonald PagititHowever, it remains
an important open problem in the theory of Macdonald polyiadsrto prove the:! Theorem directly by
finding an explicit basis for the module. After reviewing Mianald polynomials and the Garsia-Haiman
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modules in Section 2, we give an explicit basis for the Garkaaman modules indexed by a partition with
at most two columns in Section 3. A new basis for hooks is ailgengn Section 4.

2 Macdonald polynomials and graded S,,-modules

We assume the definitions and notations from [15] of part#tiand the classical bases for symmetric
functions. So as to avoid confusions when defining varioudutes, we use the alphabét= z4,. .., z,
for symmetric functions. For example, tBehur functionshall be denoted, (7).

2.1 Macdonald positivity

Departing slightly from Macdonald’s convention of definify(Z; ¢, t) [14], we instead use the trans-
formed Macdonald polynomiald,(Z; ¢, t) as presented in [6].

Definition 2.1 The transformed Macdonald polynomidis, (Z; ¢, t) are the unique functions satisfying
the following triangularity and orthogonality conditions

() Hu(Z;q,t) € Qlg,t){sx[Z/(1 - q)] + A > p};
(i) H.(Z;q,t) € Qg t){sx[Z/(1—1t)] + A > p'};
(i) H,[1;q,8) = 1.

The square brackets in Definition 2.1 standgtathystic substitutionin short,s[A] meanss, applied
as aA-ring operator to the expressioh, whereA is the ring of symmetric functions. For a thorough
account of plethysm, see [12].

The existence of such a family of functions is a theorempfwiihg in large part from Macdonald’s
original proof of existence. Once established, the symyneftrH,,(Z; ¢, ¢) follows by definition. Of
particular importance are the change of basis coefficienta the transformed Macdonald polynomials
to the Schur functions, defined by

(Z;q,1) ZKW q,0)s:(Z). (1)

A priori, the I~(,\7#(q, t) are rational functions ig andt with rational coefficients.
Theorem 2.2 ([13]) We haveK, ,,(q,t) € N]g, 1].

Macdonald originally conjectured Theorem 2.2 when he ohiied the polynomials in 1988. The orig-
inal proof, due to Haiman in 2001, realiz&g,(Z; ¢, t) as the bigraded character of certain modules for
the diagonal action af,, onQ[X, Y]; see sections 2.2 and 2.3. From this it follows that the dtara@an
be written as a sum of irreducible representations,pfvith coefficients inN|g, t]. Under the Frobenius
image, these coefficients exactly gif(qu(q, t). The aim of this paper is to follow this method of proof
until it departs the realm of representation theory for bigee geometry.

It is worth noting that there are now two additional proofshMéicdonald positivity, both of which
utilize an expansion of Macdonald polynomials in terms off jtolynomials conjectured by Haglund
[10] and proved along with Haiman and Loehr [11]. Grojnowahkid Haiman [9] have a proof using
Kazhdan-Lusztig theory and the first author [3] has a pureilzinatorial proof.
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2.2 Garsia-Haiman modules

To define the modules mentioned in Section 2.1, we consi@aditigonal action of the symmetric group
S, on the polynomial ring@Q[X, Y| = Q[z1,...,zn;y1, ..., Ys] permuting ther;’s andy;’s simultane-
ously and identically. Let the coordinates of the diagrara pértitionu of n be{(p1,¢1), ..., (Pn,qn)},
wherep gives the row coordinate argthe column coordinate indexed from zero; see Figure 1.

(2,0)
(1,0)|(1,1)

©0.0)0.0]0.2)]
Fig. 1: The coordinates for each cell pf= (3,2, 1).

Define the polynomial,, € Q[X, Y] by

P1,,q91 Pp1,,4q1 . D1,,91
1 Y Ty Yo L Yn
P2, q2 D2, q2 D2 ,,92
:L' w PR w
AL (X,Y) = det 1 Y1 2 Y2 n Yn ) 2)
D, dn Dn, dn '
"yt xRy e Ayl

Since the bi-exponents are all distindt, is a non-zero homogeneofs-alternating polynomial with top
degreen(u) = >, (1 — 1)p; in X andn(p') inY. Takingu = (1) or u = (n) gives the Vandermonde
determinantinX orY, respectively.

LetZ, C Q[X,Y] be the ideal of polynomialg such that

©(0/0x1,...,0/0xn;0/0y1,...,0/0yn)A, = 0.

Clearly this defines a&,, invariant doubly homogeneous ideal. Define @arsia-Haiman modulé{,, to
be the quotient ring)[ X, Y| /Z,, with its natural structure of a doubly grad&gd-module.

Garsia and Haiman [7] proved that if this module has the cbdinension (the:! Conjecture), then
the bi-graded character is given by the transformed Maddgrynomial.

Theorem 2.3 ([7]) If H,, affords the regular representation 8f,, then the bi-graded Frobenius character,
given by

4,J
wherey) is the usual Frobenius map sending the Specht moﬁlﬁl'g) the Schur function,, is equal to
the transformed Macdonald polynomidi, (Z; g, t). In particular, K ,.(q,t) € N[g, t].

The following theorem is the famed Conjecture of Garsia and Haiman [6], proved by Haiman [13]
in 2001.

Theorem 2.4 ([13]) The dimension of(, is n!.
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By Theorem 2.3, Haiman'’s proof of the Conjecture provided the first proof of the Macdonald positiv
ity conjecture. Haiman'’s proof analyzes the isospectri¢dt scheme of. points in a plane, ultimately
showing that it is Cohen-Macaulay (and Gorenstein). Ashisof uses difficult machinery in algebraic
geometry, it remains an important open problem to prove fdra@®.4 directly by finding an explicit basis
for the modulel,,.

2.3 Orbit Harmonics

Letay,...,an andpy,. .., B, be sequences of distinct rational numbers. gt q1),. .., (pn,qn) be
the coordinates of the cells of taken in some order, recorded by the standard fillshgf ¢ given by
placing the entry in the cell(p;, ¢;). To eachS, associate therbit point of S, denoted s, defined by

pbs = (ap1+1a---aapn+1;ﬁQ1+la'"aﬁq,ﬁ—l)- (3)

Here the shift in indices is a notational convenience. Fangxe,

p = (042,061,043,041,0437042;52,51752,52751,51)-
16]1]

Let S,, act onQ2" by permuting the firsk, and second: coordinates simultaneously and identically.
Let [ps] denote theegular orbit of ps under this action. Regardin@[X, Y] as the coordinate ring of
Q*", defineJ,, C Q[X, Y] to be the ideal of polynomials vanishing gn]. Define the moduléz,, to be
the coordinate ring ofps], i.e. Q[X, Y]/ J,, with its naturalS,, action.

Since R,, clearly affords the regular representation, the aim is tateethis module tdg/,. To do
this, construct the associated graded mogule,, = Q[X,Y]/grJ,. Garsia and Haiman showed that
if 7, andgrR, have the same Hilbert series, thef) = grR,,. While this would demonstrate the
Conjecture, the obvious problem is that one needs first tavkhe Hilbert series ot{,,, in which case the
dimension can be directly calculated. The way around thoblem lies in the theory of Orbit Harmonics
developed by Garsia and Haiman. The main result is the faligw

Theorem 2.5 ([5]) Let®,, be a basis foR?,,. LetF),(q,t) = Zwe% o(t,...,tq,...,q), wherep is the
leading term ofp. If F, is symmetric in the following sense,

[Fa] Fulat) = [0~ Fufa.t), (4)

then@m ={p| ¢ € ®,} is abasis forgrR,,. MoreovergrR,, = H, as doubly-graded,, modules. In
particular, dim H,, = n!.

Theorem 2.5 suggests the following strategy for constngcéi basis for the Garsia-Haiman module
H,.. To each fillingS of u, define a polynomiaps € Q[X, Y] so that the evaluation matrixs(pr)) of
polynomials on orbit points is nonsingular and the correstiag degree polynomid, (¢, t) is symmetric
in the sense of equation (4). The remainder of this papenistdd to carrying out this strategy in the
cases whep is a two column shape (Section 3).
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3 Two columns

Throughout this section, we restrict our attention to piarts with at most two columns. Following the
procedure laid out in Section 2.3, we will construct a basisR,, such that the degree polynomial is
symmetric. Following the idea of the kicking basis for ther§a Procesi modules described in [8], we
will construct the basis together with a linear order onrigl ofx so that the evaluation matrix has nice
triangularity properties. While the Garsia-Procesi caseilits in an upper triangular matrix with nonzero
diagonal entries, our matrix will only be block triangulaitwespect to the largest entry.

3.1 The kicking tree

The kicking tree ofu. provides a nice visualization of the recursive constructib the proposed basis.
Though proving that the resulting collection is a basis w§immetric Hilbert series is better done from
the recursive definition, the construction is better magiderom this viewpoint.

To construct the kicking tree, entries will be added to antyrapape one at a time in all possible ways
in some specified order, ultimately resulting in a total oiragfor the fillings. We begin by recalling the
Garsia-Procesi ordering for row-increasing tableaux [8].

Let S be a partial filling ofu with distinct entries. Define a total ordering on the rowsSafontaining
at least one empty cell, called thew preference orderas follows: empty rows of length from top to
bottom followed by (empty) rows of length from top to bottom followed by rows of length with a
single occupant beginning with the largest occupant. Giwenrows: and; of a (partial) filling S, say
thatk prefers row; over rowi, denoted; = i, if 7 occurs before in the row ordering on the filling
obtained by removing entries less thiaf 1 from S. For example, Figure 2 shows the ranking of the rows
(on the left) for two partial fillings 0f2,2,2, 1, 1).

3 ) ) )

2 3
(EIE
5 1 6
4 4
3 2 8

Fig. 2: The row preference order for partial fillings.

The row preference order is enough to define a total order lomgBl with unsorted rows. The basic
construction of the tree is to fill entries into unsorted rawe at a time according to row preference,
where a row of lengtf2 is sorted, increasing then decreasing, as soon as it isdattypied. The real
power of the kicking tree lies in the weights assigned at etatje which we now describe.

Let S be a partial, partially sorted filling gf with entriesn > n—1> --- > k+ 1. Thatis, each entry
is assigned a row gf, and an entry is assigned a specific column if and only if teisdfully occupied.
Below S with arrows going down, plack into a row, ordered from left to right by row preference with
respect tdk. Label the arrow going down froifi to the filling with & by

I @—a).

j>kr0W(k)
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If £ completed a row of lengt®, say withm > k already in the row, then below this with arrows going
down make two patrtial fillings: the left one havikdeforem and the right having» beforek. Label the
left branch putl, and label the right branch

(yx — B1) -

If ignoring entries larger tham does not form a rectangle, then move the label from the armiwgg
down fromS to the left-hand arrow just added, and add to the right-haraha

H (zp — ;).

row (k) >y

The tree so constructed beginning with the empty sheigecalled thekicking tree foru. For example,
the kicking tree for(2, 1) is constructed in Figure 3. For this example, we omit veHioas to indicate

an unsorted row.
e
3

3] Gemod 12

/ \/L B % \yl_‘ﬁl
% }I

2 1 3 3
13 ) 2 3 y 1]2] 2[1]
1 Yyi—p1 1 Y2 —
/N N\
2 2 1 1
1[3] 3[1] 2]3] 3[2]

Fig. 3: The kicking tree for (2,1). Here the circled temy— 2 indicates that this term is pushed to the leftmost branch
below. From left to right, the corresponding polynomialsy y1—01 , x2—a2 , y2—01 , x3—au, (r3—a1)(y1—0F1).

From the construction of the kicking tree, the product of in@nch labels from a lea§ back to the
empty shapeu is clearly a polynomial. The collection of polynomials faaah filling of . forms the
proposed kicking basis fdg,, .

3.2 A recursive construction

In order to give an alternative recursive description ofkioking basis, we first need a bit more terminol-
ogy.

For S a standard filling of sizex, defineS \ n to be the standard filling of size — 1 obtained by
removing the cell containing andstraighteninghe shape as follows. # lies in a row of lengtt2, then
move the remaining cell in the same rowsrasbove rows of lengtR and below rows of length and
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5[3] 5\ [x] oS [a] M ) s [1] 52 [
6|1 5(3 3
2]4 2]4 2]4]

Fig. 4: An illustration of straightening after removing the largestry.

push it to the left if necessary. Otherwise slide the cellsm@reserving their order, to close the gap; see
Figure 4. Notice that row dominance order commutes withigttaning.

In Definition 3.1, when the largest entry of a tableau is reatband the remaining shape is straightened,
the orbit point of the resulting tableau is defined using thigial labelling of the rows and columns. That
is, the orbit point ofS' \ n is the orbit point ofS with thenth and2nth coordinates removed. For example,
in Figure 4, the orbit point of the filling of shagé, 1, 1) will be (as, a1, as, a1; B2, f1, B2, B2).

Definition 3.1 Define = 1. For S a standard filling ofu, || > 1, definepgs recursively by

1 if n at the end of ro\n)
(yx — 1) if » = (2°) and coln) = 1
vs = Ps\n - H (Tn — ;) -4 (Y — B1) H (T — )
J>nrow(n) row (k) =it otherwise
T @—a)
j-rrow(k)

wherek is such that rowk)=row(n).

Using the example in Figure 4, we compute

5
&

r3 —

o~ ——— ———
P EE = (mﬁ—a3)(y1—51)-(y3—ﬁ1)($ — ) 1 (x5 —a2) - (22 —a2) -1,

where each step in the recursion is indicated by the cell vexhto obtain the given terms.

The above formula associates to each standard fillirg 1« the same polynomial as the kicking tree
from Section 3.1. Notice that the denominator in the lasedagprecisely the label which is ‘pushed
down’ when constructing the kicking tree. Analyzing thiatstment in terms of the recursive definition
yields the following result.

Proposition 3.2 For S a standard filling ofu, s is a polynomial.
Proof: The result foru = (1) is clear, so we proceed by induction on= |u|. It suffices to assumk, n

reside in the same lengthrow with n in column1. We must show that each term in the denominator
occurs in the numerator ofs, ,,. The only terms that ever appear in any denominatorare a; where
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i lies in the second column and the entry to its left is gredteparticular, ifx, — «; ever occurs in a
numerator in the construction gf it remains there throughs ,,. Now notice that the product outside of
the brace (fok, notn) is precisely the denominator in question. O

To show that these polynomials form a basisy, we show that the evaluation matrix of polynomials
on orbit points is nonsingular. The argument uses a nesthetiion to show that the matrix is almost
block triangular.

Theorem 3.3 Then! x n! matrix (¢s(pr)), whereS, T range over all fillings ofu, is nonsingular. In
particular, the set{y s} of polynomials associated to fillings pfforms a basis fol?,,.

Proof: We proceed by induction om = |u/, the caser = 1 being trivial. The row preference order with
respect tax makes(yps(pr)) block triangular with respect to the row af Therefore we must show that
each block, corresponding toin a particular row, is nonsingular. # lies in a row of lengtht, this is
immediate by induction, so assumdies in a row of lengtt2.

Fork < n, letTy, be a partial, partially sorted filling of with entriesk+ 1, k+2, . .., n (heren must lie
in its designated row of lengt?). By partially sorted, we mean that the row of each entry igeined,
but the column is determined if and only if the row is fully opéed; see Figure 5 for an example. tZgt
be the set of standard fillings pfwhich restrict tol}, on{k + 1, ..., n}, where here again the restriction
allows the column of an entry to be undetermined exactly wherother occupant of the same row is at
mostk; again, see Figure 5. We will show that the evaluation mdtixZ;, is nonsingular by induction
onk. As usual, the base cade= 1, is trivial.

[4] 4] 4] 4] 4]

2 2 1 1

513 513 513 513 513

6 1/6 6|1 216 6|2
T Ty

Fig. 5: An illustration of T, and 7.

Restricting our attention to the set of polynomials andtgrbints associated to standard fillin§s 7y,
we put the following block ordering based on the positiork ok is the largest entry in a row of length
from highest row to lowest row% lies in a row of lengthl from highest row to lowest; lies to the left
of a larger entry from largest entry to smallest; anlges to the right of a larger entry again from smallest
entry to largest. Note that the order for the first three béocimes from the kicking tree, but the order
of the fourth block is the reverse of the kicking order. By ti&dinition of o5, each of the four blocks is
triangular with respect to the row @f, therefore by induction each block is nonsingular sincénéaa
fixed polynomial times the polynomials associated With; for a fixed partial filling7}, ;.

Also from the definition ofpg, the first three blocks are triangular with respect to ondtardn the
given order, and the third and fourth blocks are trianguiistn vespect to each other as well. Moreover, for
S in one of the first three cases, the monontigl — 3;) does not divideps fori = 1,2 and anym > k
that appears by itself in a row of length twoTp. Therefore the block structure of the evaluation matrix
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kl

Fig. 6: Block structure of the evaluation matrix @f,.

is as depicted in Figure 6. Since the first two blocks are mgndar, we may perform row reductions to
eliminate the nonzero elements in the bottom block-row efrtfatrix. These reductions will change the
bottom block-row0 into some matrix, say/, and so by previous remarks the reductions will alter the
fourth block by as well. Hence using the row reductions from the third blactesstore th@ will also
restore the fourth block. Hence the matrix can be made bleakgular. Since the determinant of the
matrix is the product of the determinants of the blocks, thHenfiatrix is nonsingular. O

3.3 Symmetry of the Hilbert series

Now that we have a basis fét,,, we must show that the associated degree polynomial, défig, ¢),
is symmetric. Recall thak), (¢, t) is given by

Fulgt) = Y Bslt,--tiq,.-,q), (5)

S:pu—"=[n]

wheregg is the highest degree term gf. That is, F},(¢, ) is the polynomial ing and¢ obtained by
adding leading terms of the kicking basis and recording ¢t & degree witht and the totaly degree
with g.

Our aim is to show thaF), (¢, t) is symmetric, i.e.

Fu(g,t) = t"0 ") F,(1/q,1/t). (6)

For example, from Figure 3 we see thas 1) (¢, t) = 1+ 2¢ + 2t + qt, which indeed exhibits the desired
symmetry.

In order to establish symmetry, we will exploit a recurrenekation that follows naturally from the
recursive definition ofpg. To do this, we must first define a more general degree polyapaénoted
lelbv by

1 N
g?b(Qat) = q_m Z Sps(ta"'at;Qa"WQ)a (7)
S:p—">[n]s.t.
for j=0,...,m—1
row(n—j)=b—j,
col(n—j)=1
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wherea > b > m > 0. Note that/[", is a polynomial with maximung and¢ exponents given by — m
and(“,™) + (3), respectively. Pictorially/!", is the degree polynomial of fillings 2", 1°~°) with the
topm cells on the left-hand side of the rectan¢fé) deleted. In particular, we have

Tap(a:1) = Fu(q.t). (8)
Therefore it is enough to show thaf’, is symmetric.

Proposition 3.4 The degree polynomialg; satisfy the following recurrence relations

wy o= ml I A T a— bl At b=y A+ glb—ml S 9)
my= T m T+ la— Bl + glb—mle S A T b—m] I, (10)

a—1

with initial conditions
a
Joy = (b) B! fa—0bl!  and  J =Ty,

whereJ", = 0 unlessa > b > m > 0.

The above recurrence relations follow from the recursivecdption in Definition 3.1. Expanding
J.7, twice using both recurrence relations in Proposition 3iemain one order followed by the other
establishes the desired symmetry.

Theorem 3.5 Fora > b > m > 0, we have

Try(got) = (=G g 1.1 /1),

In particular, by equation (8), Theorem 3.5 shows that tiggetepolynomial for the two column kicking
basis is indeed symmetric. Therefore by Theorem 2.5, we theviollowing consequence.

Corollary 3.6 For x atwo column partition{@s | S : © — [n]} is a basis forgr?,, and so too forH,,.
In particular, dim(H,) = n! and K ,(q,t) € N[g, t].

4 Hooks

We next treat the case of hooks, i.e. partitions (n — m, 1™). Though there exist several known bases
for Garsia-Haiman modules indexed by hooks, the first in fit] several more in [16, 4, 2, 1]. we present
this new construction because it is compatible with our telmmn case, i.e. the definitions gfs will
agree on shapes of the forf, 1" ~2), and thus suggests how to extend this approach to arbitnapes.

As with the two column case, we will construct a basis )y such that the degree polynomial is
symmetric following the idea of the kicking basis for the &arProcesi modules [8]. In this case, the
linear order on fillings ofu will have the property that the evaluation matrix is uppéartgular with
nonzero diagonal entries with respect to this basis. Inrttezést of brevity, we omit the direct description
of the kicking tree in favor of the recursive description.
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Definition 4.1 Defineyy) = 1. For S a standard filling ofu, || = n, defineps by

H (yn — B;) if pis asingle row;

col(n)<i<py

H (e — B if row(n) > 1

or col(n) > 1,

col(n)<col(k)
vs =¢sw [ (zn—ay)-
j=nrow(n) H (yk _ 6l1€)

col(n)<col(k)

Il Gx—a) ] (zj—)

J-K1 1> row(j)
j>k Vkerow(n)\n

otherwise,

wherely, is the maximum column index of all entries in rdvarger than and to the left of, and K is the
entry in the second column of the bottom row.

For example, we compute

-.5 -.3
[6] —_—
—_———

L = (y2 — B3)- (92 (Zl)_(zjjl) ) (74— a1)(rs — az) - %
5

: (:L'Q - a2) '17

3[6]2]

where each step in the recursion is indicated by the cell vexhto obtain the given terms.
Both Proposition 4.2 and Theorem 4.3 are evident from thidikictree description and are straightfor-
ward from the recursive definition.

Proposition 4.2 For S a standard filling of a hook:, ¢s is a polynomial.

Theorem 4.3 Then! x n! evaluation matrix¢s(pr)), whereS, T range over all fillings ofu, is upper
triangular with nonzero diagonal entries. In particulané set{¢ s} forms a basis forz,,.

As before, let®,, denote the kicking basis and define

FM(Q7t): Z @S(ﬁa'-'at;qa'-wq)a

S:pu—"=[n]

whereps is the leading term ops. Note that for a hool = (n — m, 1™), the largest powers @fandt¢
are(n —m)(n —m —1)/2andm(m + 1)/2, which again agree with(x’) andn(u), respectively.

Similar to the two column case, we can show the desired symgrfaat F),(¢,t) by defining a more
general function/,, (¢, t). By deriving suitable recurrence relations #rand.J in order to establish the
following theorem.

Theorem 4.4 For p a hook partition, bothF),(¢,t) and J,, (g, t) exhibit the desired symmetry. In partic-

ular, we have a basis fdk,, of sizen!, and soK ,,(¢,t) € N[g, t].
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