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(¢,0)-Carter Partitions and their crystal
theoretic interpretation

Chris Berd and Monica Vazirani

Department of Mathematics, UC Davis, USA, 95616

Abstract. In this paper we give an alternate combinatorial descriptibthe “(¢, 0)-Carter partitions”. Our main
theorem is the equivalence of our combinatoric and the omedaced by James and Mathas ¢-analogue of the
Jantzen-Schaper theordmThe condition of being ain¢, 0)-Carter partition is fundamentally related to the hook
lengths of the partition. The representation-theoretimificance of their combinatoric on @hdregular partition is
that it indicates the irreducibility of the correspondingeBht module over the finite Hecke algebra. We use our result
to find a generating series which counts the number of sudhipas, with respect to the statistic of a partition’s first
part. We then apply our description of these partitions &dtystal grapiB(Ao) of the basic representation of,
whose nodes are labeled Byegular partitions. Here we give a fairly simple crystadoretic rule which generates
all (¢,0)-Carter partitions in the graph @ (Ao).

Résure. Dans cet article, nous donnons une description combirasdiernative des partitiong, 0)-Carter. Notre
théoreme principal est unéquivalence entre notre combinatoire et celle introduiteJaaes et Mathag\(g-analogue

of the Jantzen-Schaper theorenha proprété (¢,0)-Carter est fondamentalementdiaux longueurs defjuerres
de la partition. En terme de dbrie des repfsentations, leur combinatoire pour une partitieréguliére permet
de déterminer I'irréducibilité du module de Specht épialisé sur I'algebre de Hecke finie. Nous utilisons notre
résultat pour dterminer leur grie génératrice en fonction de la taille de la predre part. Nous utilisons ensuite
notre description de ces partitions au graphe crist#tiin,) de la repésentation basique dg,, dont les noeuds sont
étiquets par les partitioné-régulieres. Nous donnons uagle cristalline relativement simple permettant d’engendr
toutes les partitioné-régulieres(¢, 0)-Carter dans le graphe d&(Ao).

Keywords: Representation theory, Hecke algebras, Combinatoriceofd tableaux, Crystals of affine Lie algebras

1 Introduction

1.1 Preliminaries

Let \ be a partition of» and¢ > 2 be an integer. We will use the conventign y) to denote the box
which sits in thez" row and they™ column of the Young diagram of. Throughout this paper, all of our
partitions are drawn in English notatio. will denote the set of all partitions. Afrregular partitionis
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one in which no part occusor more times. The length of a partitionis defined to be the number of
nonzero parts ok and will be denoteden(A).

Thehook lengthof the (a, ¢) box of A is defined to be the number of boxes to the right and below the
box (a, c), including the boxXa, ¢) itself. It will be denoted:?, ..

A removablel-rim hookin A (also called arf-ribbon of \) is a connected sequence/lboxes in the
Young diagram of\, containing n® x 2 square, such that when removed franthe remaining diagram
is the Young diagram of some other partition. We will oftefadviate and call a removabferim hook
an/-rim hook.

Any partition which has no removablerim hooks is called ar-core Every partition\ has a well
defined/-core, which is obtained by removirfgrim hooks from the outer edge while at each step the
removal of a hook is still a (non-skew) partition. Theore is uniquely determined from the partition,
independently of choice of the order in which one succebsieenoved-rim hooks. The set of all-cores
will be denoted’,. See [4] for more details.

Removable-rim hooks which are flat (i.e. those whose boxes all sit inrem@ will be calledhorizon-
tal ¢-rim hooks These are also commonly callédibbons with spin 0. Removablerim hooks which
are not flat will be callechon-horizonta¥-rim hooks

Definition 1.1.1 An ¢-partition is an ¢-regular partition with no non-horizontal-rim hooks, and such
that after removing any number of horizontatim hooks, the remaining diagram has no non-horizontal
£-rim hooks.

Example 1.1.2 Any/-core is also arf-partition.

Example 1.1.3 (6, 4) is a 3-partition, as well as &-partition for ¢ > 7 but is not a2, 4, 5, 6, 7-patrtition.
Itis an¢-core foré > 7.

Definition 1.1.4 For a fixed fieldF and0 # ¢ € F, the finite Hecke Algebrél,,(¢) is defined to be the
algebra overF generated by, ..., T,,—1 with relations

ET]' = T]Tz for |Z 7]| >1
T;T;-f-ln = Ti+1TiTi+1 fori<n-—1
T?=(q— 1T, +¢q fori <n-—1.

In this paper we will always assume thg# 1, thatg € F is a primitive/th root of unity (so necessarily
£ > 2) and that the characteristic Bfis zero.
Similar to the symmetric group, a construction of the SpeahduleS* = S*[q] exists forH,,(q) (see

[1]). Fork € Z let
B =10 ¢y
It is known that the Specht moduf* indexed by arf-regular partition\ is irreducible (over a field of
characteristic zero) if and only if
(%) ve(hia,e)) = ve(h,)) forall pairs(a,c), (b,c) € A

(see [5]). ¢-regular partitions which satisfix) have been called in the literatu¢é 0)-Carter partitions.
So, an equivalent condition for the irreducibility of theeght module indexed by afregular partition
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is that the hook lengths in a column of the partitibare either all divisible by or none of them are, for
every column in (see [2] for general partitions, whérn> 3).

All of the irreducible representations &f,, (¢) have been constructed abstractly wiyen a primitive
‘th root of unity. These modules are indexed/knggular partitions\, and are called*. D* is the unique
simple quotient of5* (see [1] for more details). In particuld?* = S* if and only if S* is irreducible
and\ is ¢-regular.

1.2 Main results

Here we summarize the main results of this paper. Sectioro®@skhe equivalence dfpartitions and
(¢,0)-Carter partitions (see Theorem 2.1.6). Section 3 giveferdit classification of-partitions which
allows us to give an explicit formula for a generating funotfor the number of-partitions with respect
to the statistic of a partitions first part. Finally, in Secti4 we give a crystal theoretic interpretation of
¢-partitions. There we explain where in the crystal grdfih) one can expect to finépartitions (see
Theorems 4.3.1, 4.3.2 and 4.3.3).

2 (-partitions

We now claim that ar-regular partition is ad-partition if and only if it satisfiegx) (We drop the(¢, 0)-
Carter partition notation and just use the combinatoriabition of (x)). To prove this, we will first need
two lemmas which tell us when we can add/remove horizdhtah hooks to/from a diagram.

2.1 Equivalence of the combinatorics
We omit the proofs of several lemmas in the interest of space.

Lemma 2.1.1 For X\ a partition which does not satisfy), if we add a horizontaf-rim hook to) to form
a new partitiony, i will also not satisfy £).

Example 2.1.2Let A = (14,9,5,2,1) and ¢ = 3. This partition does not satisfy). For instance,
3| h?373) = 3 but3 )(h(*m) = 8. Let\[i] denote the partition obtained when adding a horizortaim

hook to theith row of A (when it is still a partition). Adding a horizont&a-rim hook in row 1 will not
change’z?m) or h(A373). Adding a horizontal 3-rim hook to row 2 will chan@%ﬂ)) to 11, which is equal

to h(A2,3) mod 3. Adding a horizontal 3-rim hook to row 4 will chargs ., andh(A3,3), but one column to
A4 _

the right, we see that nomf(\z[ﬂ) =38 andh(3 5= 3. These sorts of observations hold in general and can
be used to prove Lemma 2.1.1.

Lemma 2.1.3 Suppose\ does not satisfyd). Suppose < b and suppose that divides exactly one of
hju.. andhf, . Letr be A with a removed horizontal-rim hook (if a horizontal-rim hook exists).

Then, as long as still has the boxb, ¢), v does not satisfyx).

Remark 2.1.4 Lemmas 2.1.1 and 2.1.3 can actually be strengthened to shatwthen removing or
adding a horizontal-rim hook to a partition which does not satigfy), the violation to &) occurs in the
same rows as the original partition. This will be useful ie tbroof of Theorem 2.1.6.

Example 2.1.5 (5, 4, 1) does not satisfyx) for £ = 3. The boxeg1,2) and (2, 2) are a violation of(x).
Removing a horizontal 3-rim hook will give the partiti¢h, 1, 1) which does satisfyx]. Note that this
does not violate Lemma 2.1.3, since the removed horiz8#riai hook contains the bofe, 2).
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Theorem 2.1.6 A partition is ané-partition if and only if it satisfiesx).

Proof: Let \ be a partition.

< Suppose\ is not and-partition. If A is not/-regular then let be given so thah; = \jy; = -+ =
Xite—1 # 0. Then exactly one Oﬁl(Ai7/\i), h(AHMi), e h(AZ.H_LM) is divisible by¢. Therefore\ does
not satisfy(x).

Otherwise, supposgis ¢-regular and a non-horizontélrim hook can be removed fror with upper
rightmost box(a, ¢) and lower leftmost boxb, d) with a < b andc > d. Thenh? ad) = = (andh) by <t
so A\ does not satisfyx). If no non-horizontal-rim hooks appear |mmed|ately in the partltlon then re-
move horizontal-rim hooks from) until you obtain a partitiop with a non-horizontad-rim hook. Then
by the same argument,does not satisfyx). Now add back tq. the horizontal-rim hooks which were
removed from\. By Lemma 2.1.1, each time a horizonfalim hook is added t@ the resulting partition
will not satisfy (). Thus\ does not satisfyx().

= Suppose\ is an/-partition and that\ does not satisfy«). We will suppose that there exists boxes
(a,c) and(b, ) in X so that/ divides exactly one ok, ., andh, .

Case 1: Suppose that < b and that/ | hA Then without loss of generality we may assume that
b= a+ 1. We leave to the interested reader the proof of the factthath?, ., then there exists at least
one removablé-rim hook in the Young diagram fox (see [4]). By assumptlon it must be horizontal.
If one exists which does not contain the b@xc) then remove it and lex(!) be A without this ¢-rim
hook. By Lemma 2.1.3, as long as we did not remove(the) box, \() will still not satisfy (x). Then

there are boxea, c¢;) and (b, ¢;) for which ¢ | h(*;j;) but¢ ) h(fc)l). Remark 2.1.4 above explains

why we can assume that the violation(te are in the same rows andb of A(). We apply the same
process as above repeatedly until we can remove a horizéritalhook from the partitiom\(*) which
contains theb, ¢, ) box (i.e. we are not in the case where we can apply Lemma Zfdannot remove a
horizontal/-rim hook from rowa. Letd be so thah;, 4y = 1. Such al must exist since we are removing
a horizonta¥-rim hook from this row. Sincéb, c;.) is removed from\(¥) when we remove the horizontal

£-rim hook,h?( : ) < ! (¢does not dIVIdéL/\( ) .) by assumption, so in particular\,jk:k) # /). Note that

AR k) AF) AF) )\(k) A(k) AF)
Waer) = Moery T Ma,ay— 14 | By cry @D dE J/h(bc )1 S0€ Y (A, Q) 1). If hf,, 4 — 1> {thenwe could
remove a horizontal-rim hook from rowa, which we cannot do by assumption. OtherW@é 4 < L.

Then a non-horizontdtrim hook exists starting at the rightmost box of tté row, going left to(a, d),
down to (b, d) and then left until you have coverédoxes. This is a contradiction as we have assumed
that\ was an¢-partition.

Case 2: Suppose that < b and that | h(b - We will reduce this to Case 1. Without loss of generality
we may assume that= a + 1 and that? | h/\n,c) for all n > a (otherwise we are in Case 1). Let
m be so thatm,c) € Abut(m +1,c) ¢ A\. Then becausé(,, , > ¢, the listhy, . ht, .\ 1) =
Wy = Lo P croe y= h{,, ) — ¢+ 1 consists of consecutive integers. Hence one of them must be
divisible byf Say it |sh(a eriy- Alsof )(h Cmcti); sinceh?m_’cﬂ) = h(Am_’C) —dand/ | h(*m_’c). Then we
may apply Case 1 to the boxés ¢ + i) and(m, c + ).
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d

Remark 2.1.7 This result can also be obtained using a more general refulames and Mathas ([5]

Theorem 4.20), where they classified whith remain irreducible for) ¢-regular. However, we have
included this proof to emphasize the simplicity of the thaoand its simple combinatorial proof in this
context.

Remark 2.1.8 Wheng is a primitive/th root of unity, and\ is an/-regular partition, the Specht module
S* of H,(q) is irreducible if and only if\ is an /-partition. This follows from what was said above
concerning the James and Mathas result on the equivalentg ahd irreducibility of Specht modules,
and Theorem 2.1.6.

3 Generating Functions

Let £, = {\ € P : Ais an{-partition}. In this section, we counf-partitions via generating functions.
We study the generating function with the statistic being finst part of the partition. LeB,(x) =

> ne o bia® wherebl = #{\ : Ay = k, A € L,} is the number of-partitions with the first part of the
partition equal tck (i.e. Be(z) = ZAEQ x*1). There is a nice recursion of cores, taking the size of the
first part into account. As a result, with respect to thisistiat we get a surprisingly elegant formula for
the generating function.

3.1 Counting ¢-cores

We will count/-cores first, with respect to the statistic of the first parthef partition. Let

o0
— E £,k
= CLT

k=0

wherec;, = #{\ € C; : \1 = k}. Note that this does not depend on the size of the partitioly,its first
part. Also, the empty partition is considered as the unicarétpn with first part0, and is always a core,
so thatc, = 1 for every/.

Example 3.1.1For ¢ = 2, all 2-cores are staircases, i.e. are of the fodm= (k,k — 1
Ca(z) = 300 2% = 155

For a partition\ = (A, ..., As), the 3-numbers(f1, ..., 3s) of A are defined to be the hook lengths of
the first column (i.es3; = h( 1 ). Note that this is a simplified version of tifenumbers defined by James
and Kerber in [4], where ali def|n|t|ons in this section carfiaend. We draw a diagramcolumns wide
with the numberg0,1,2,...,¢ — 1} inserted in the first row in ordef(, ¢ + 1,...,2¢ — 1} inserted in
the second row in order, etc. Then we circle all of thh@umbers for\. The columns of this diagram
are calledrunners the circled numbers are callé@ads and the diagram is called abacus. It is well
known that a partition\ is an/-core if and only if all of the beads lie in the la&t- 1 runners and if any
bead is in the abacus, then all of the numbers above it in tie sanner also have beads. Recall that
e =#{NeCr: M\ =k}

Proposition 3.1.2 ¢f, = (*/7%).

,..-,2,1). Hence
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Proof: This proof is by induction od. For¢ = 2 this was done in the example above. We next show the
relation:

This will prove the result, using induction on all the terms the right hand side and the fact that
(52 = (557 + (%) + - + (“2%). We give a bijective proof of this relation. Using the abacus
description of cores, we describe our bijection as follows:

Given an/-core with largest patt, remove the whole runner which contains the largest beadghd
with the largest3-number). The remaining runners can be placed intd anl abacus in order. The
remaining abacus will clearly have its first runner empty.isThill correspond to an/(- 1)-core with
largest part at mosgt. This map gives a bijection between the set ofatbres with largest pak and the
set of all ¢-1)-cores with largest part at most

The set of al(¢ — 1)-cores with largest part at mashas cardinality equal to the right hand side Df
by induction. Therefore, the set of dlcores with largest pak has cardinalit)(’”i*). O

Remark 3.1.3 The bijection above betweércores with first par and (¢ — 1)-cores with first par
has several other beautiful descriptions, using diffefaterpretations of’-cores. We plan on including
these descriptions in a later paper. As far as we know, théection is new.

Example 3.1.4Let¢ =3 and\ = (4,2,2,1,1). The abacus foA is:

@® @
@ ©®
E

10 11

O OO W O

The largesp3-number is 8. Removing the whole runner in the same colunimes8, we get the remaining
diagram with runners relabeled fdr= 2

® ®
® ®
5 &
-

=0 b~ N O

These are th@-numbers for the partitiori2, 1), which is a 2-core with largest part 4.

From the above reasoning, we obtaip(z) = >~ ("*7=?)2* and so conclude the following.

Proposition 3.1.5
1

Co(x) = (D
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3.2 Decomposing /-partitions

We now present our decompositionépartitions. Letu = (u1, . . ., us) be anyl-core whergu; — ps #
£—1. Forarr > 0 we form a new-corev = (v1, ...V, Vri1,- - ., Vrts) Dy attaching: rows above: so
thaty, = p1+0—1, v,y = ;1 +2(4—1),...v1 = p+r(f—1)andv,; = p; fori =1,2,...,s. Herer
may be zero, in which cage= v. It can be shown that is an¢-core. Fix a partitionk = (k1, ..., krt1)
with at most(r 4+ 1) parts. Then a new partitiohis obtained from by addingx; horizontal/-rim hooks
to row: for every: € {1,...,r + 1}. In other words\; = v; + ¢x; fori € {1,2,...,r + 1} and\; = ;
fori>r+1.
From now on, when we associatavith the triple(u, r, ), we will think of © C A\ as embedded in the

rows below therth row in A\. We introduce the notatioh ~ (u, r, ) for this decomposition.

Theorem 3.2.1Let i, » and x be as above. Theh =~ (u,r, x) is an ¢-partition. Conversely, every
{-partition corresponds uniquely to a triplg:, r, %).

Example 3.2.2For ¢ = 3, u = (2,1,1) is a 3-core withu; — pe # 2. We may add three rows & 3)
to it to obtainv = (8, 6,4, 2,1, 1), which is still a 3-core. Now we may add three horizortaim hooks
to the first row, three to the second, one to the third and orthedourth ¢ = (3,3, 1, 1)) to obtain the
partition A = (17,15,7,5,1,1), which is a 3-partition.

Remark 3.2.3 In the proofs of Theorems 4.3.1 and 4.3.3 we will prove thaaiton is an /-partition
by giving its decomposition intQu, 7, k).

3.3 Counting ¢-partitions

We derive a closed formula for our generating functi®nby using our/-partition decomposition de-
scribed above. First we note that if

Co(z) = Z 2" then 2710y (z) = Z ah.
HEC, HEC: p1—p2 =£—1
Therefore, Z " = (1 — 2*~1)Cy(z). Hence the generating function for all copesvith
HEC,: p1—p2 # -1
1— w@—l

Ml—m#f—lism-

We are now ready to prove our closed formulafy: First, recall thatB,(xz) = >_ b’ z™ whereb’, =
{)\EE@I)\lin}.
Theorem 3.3.1
1— :L.é—l

Bu(z) = (1—z)-1(1 — 2t — zt)’

Proof: We follow our construction of-partitions from Section 3.2. Note thatd~ (u,r, ), then the
first part of\ is 41 + £k1 + (¢ — 1). Hence\ contributese: +¢51+7(¢=1) to By,
From here we apply a simple counting argument to concludéhmarem.
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4 The Crystal of the Basic Representation of g@

There is a crystal graph structure on the set-oégular partitions. In this section we examine the prop-
erties of-partitions in this crystal graph. In particular, just aaran obtair/-cores by following an
i-string from anothef-core, one can obtaifipartitions by following an-string from anothef-partition.
However, more/-partitions exist. Sometimespartitions live one position before the end of astring
(but nowhere else). In particular, there is not a nice intggion in terms of the braid group orbits of
nodes. In Theorem 4.3.3 we characterize (combinatoriathgre this happens.

4.1 Description of crystal

We will assume some familiarity with the theory of crystade€ [6]), and their relationship to the rep-
resentation theory of the finite Hecke Algebra (see [3] of.[W}e will look at the crystalB(A) of the
irreducible highest weight modulé(A,) of the affine Lie aIgebrE[; (also called the basic representation
of g[;). The set of nodes aB(A¢) will be denotedB := {\ € P : Xis¢-regulat. We will describe the
arrows of B(A) below. This description is originally due to Misra and Mivgeé [10]).

We now view the Young diagram foras a set of boxes, with their corresponding residues mod ¢
written into the box in rows and columrb. A box x in A is said to be a removablebox if it has residue
1 and after removing: from X\ the remaining diagram is still a partition. A bgxnot in A is an addable
i-box if it has residueé and addingy to A yields a partition.

For a fixedi, (0 < i < {), we place— in each removablé-box and+ in each addablé-box. The
i-signature of) is the word of+ and—'s in the diagram for\, read from bottom left to top right. The
reduced-signature is the word obtained after repeatedly removioigfthei-signature all adjacent pairs
—+. The reduced-signature is of the form+-- -+ ++ — — — .. — . The boxes corresponding tgs in
the reduced-signature are calledormali-boxesand the boxes correspondingtés are callecconormal
i-boxese; () is defined to be the number of normigboxes of), andy; () is defined to be the number
of conormali-boxes. If a leftmost- exists in the reducedsignature, the box corresponding to saids
called thegoodi-boxof A. If a rightmost+ exists in the reducedtsignature, the box corresponding to
said+ is called thecogoodi-box All of these definitions can be found in Kleshchev’s book [7]

We recall the action of the crystal operators BnThe crystal operato#; : B - B U {0} assigns
to a partition\ the partitione;(A\) = A \ =, wherex is the goodi-box of A. If no such box exists, then
€i(\) = 0. Itis clear that; (\) = max{k : ¥\ # 0}.

Similarly, f; : B~ B U {0} is the operator which assigns to a partitiothe partitionﬁ-()\) =AU,
wherez is the cogood-box of A. If no such box exists, thefi(A) = 0. Itis clear thatp;(\) = max{k :
fEXN# O}

Fori in Z /{7, we write A\ - p to stand forﬁ)\ = u. We say that there is ararrow fromA to x. Note
thatA = 4 if and only if & = . A maximal chain of consecutiviearrows is called afi-string. We
note that the empty partitiofis the unigue highest weight node of the crystal. For a péictfrthe first
few levels of this crystal graph, see [8] for the caées2 and3.

Example 4.1.1Let A = (8,5,4,1) and¢ = 3. Thene;(8,5,4,1) = (7,5,4,1) and ﬁ(8,5,4,1)

(8,5,4,2). Also,e?(8,5,4,1) = 0 andﬁ(8,5,4,1) = 0. The sequenc§’,5,4,1) ER (8,5,4,1) N
(8,5,4,2)is al-string of length 3.
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4.2 Crystal operators and /-partitions

We first recall some well-known facts about the behaviof-obres in this crystal grapB(Ay) (See
[6] for more details). There is an action of the affine Wex!@ﬂgg on the crystal such that the simple
reflections; reflects eachstring. Thel-cores are exactly thg;-orbit of ), the highest weight node. This
implies the following Proposition.

Proposition 4.2.1If y is an ¢-core ande;(u) # 0 theny;(u) = 0 and é’fi(“)u is again an¢-core.
Furthermore, alle¥;, for 0 < k < &;(u) are not¢-cores. Similarly, ifp; (1) # 0 thene;(u) = 0 and

F71 11 is ant-core butf¥  is not for0 < k < o; (u).

In this paper, given af-partition A, we will determine Whelj";-’“A andek )\ are also/-partitions.
The following remarks will help us in the proofs of the upcogiiTheorems 4.3.1, 4.3.2 and 4.3.3.

Remark 4.2.2 Suppose\ is a partition. Consider its Young diagram. If aéiyrim hook has an upper
rightmost box of residué, then the lower leftmost box has residiue 1 mod ¢. Conversely, a hook
IengthhAa b) is divisible by/ if and only if there is an so that the rightmost box of rowhas residue,
and the<ldwest box of colunirhas residueé + 1 mod /.

In Lemma 4.2.4 we will generalize Proposition 4.2.34partitions. The proofs are omitted in the interest
of space.

Proposition 4.2.3 Let \ be an¢-core, and supposé < i < ¢. Then the-signature for is the same as
the reduced-signature.

Lemma 4.2.4 Let X\ be an/-partition, and suppose < ¢ < £. Then the-signature for) is the same as
the reduced-signature.

Remark 4.2.5 As a consequence of Lemma 4.2.4, the action of the opefatard f; are simplified in
the case of-partitions. Now applying successiygs to A corresponds to adding all addable boxes of
residue; from right to left. Similarly, applying successi#gs to A corresponds to removing all removable
boxes of residuéfrom left to right.

In the following Theorems 4.3.1, 4.3.2 and 4.3.3, we impijaise Remark 4.2.2 to determine when a
hook length is divisible by, and Remark 4.2.5 when applyiagand f; to A. Unless it is unclear from
the context, for the rest of the paper= ¢;(\) ande = &;()).

Remark 4.2.6 Suppose ~ (u,r, «). When viewing: embedded i\, we note that if a boxa, b) € p C
A hasresidue mod ¢in A, then it has residué—r mod £in p.

For a partitiom\ = (\y, Ao, ..., \y) of lengthk, we define\ = (Xa, ..., A\p), A = (A1, A1, A2, Az, ooy M)

andA\+1=(\ +1,X2+1,..., ¢ + 1). Note that if\ is an¢-core, then so iS.

4.3 (-partitions in the crystal B(Ay)
Theorem 4.3.1 Suppose thak is an/-partition and0 < i < £. Then
1. f?Xis an/-partition,

2. €\ is an/-partition.
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Proof: We will prove only (1), as (2) is similar. Recall all addakboxes of\ are conormal by Lemma
4.2.4. The proof of (1) relies on the decomposition of tkgartition as in Section 3.2. Let =~ (u, 7, k).
We break the proof of (1) into three cases:

(a) If the first row of » embedded in\ does not have an addalikbox then we cannot add @rbox to
the firstr+1 rows of\. Hencep = ¢;_,(). Therefore the decomposition #f A has the sameandx as
A, andp will be replaced b)g"}"_Tu, which is still a core by Proposition 4.2.3. Henﬁ“é)\ ~ (j‘}’_T,u, T K).

(b) If the first row of » embedded in\ does have an addablebox andy; — pe < £ — 2, then the
firstr + 1 rows of A have addablé-boxes. Also some rows ¢f will have addable-boxes. f adds an
i-box to the first- rows of A, plus adds to any addabléoxes in the corg. Note thatp; . (u) = ¢ — 7.
Sinceu; — pe < £ — 2, the first and second rows g?ﬁ;’p differ by at most/ — 2. Thereforeff)\ ~
( :“:T'u, T K).

(c) If the first row of , embedded in\ does have an addahldox andu; — e = £ — 2, thenff will
add the addablebox in ther + 1°¢ row (i.e. the first row ofi). Since the(r + 2)"? row does not have
an addablé-box, we know that thér + 1)** and (r + 2)"¢ rows offf()\) differ by ¢ — 1. Therefore

FPN = (7 u,r + 1, ) is anf-partition.

O

Theorem 4.3.2 Suppose thak is an/-partition. Then

1. f*Xis not an/-partition for0 < k < ¢ — 1,

2. é¥)is not ant-partition for 1 < k < e.
Proof: ~

If 0 < k& < ¢ — 1 then there are at least two conormadoxes inf*\ and at least one normabox,
to the right of the two conormatboxes by Lemma 4.2.4. Label the conormal boxesndns, with n;
to the left ofny. Call the normal boxus. Then the hook length in the column of and row ofns is a

multiple of ¢, but the hook length in the column ef; and row ofn, is not a multiple of¢ by Remark
4.2.2. By Theorem.1.6, f*) is not an¢-partition. The proof of (2) is similar to (1). O

The above theorems told us the position offgpartition relative to the-string which it sits on in the
crystalB(Ay). If an ¢-partition occurs on afrstring, then both ends of thestring are also af-partitions.
Furthermore, the only placéspartitions can occur are at the endsiedtrings or possibly one position
before the final node. The next theorem describes when thés tase occurs.

Theorem 4.3.3 Suppose thak ~ (u, r, k) is ané-partition. Then
1. Ife>1 thenﬁ“"’l)\ is an/-partition if and only if
) kr+1 = 0, the first row ofA has a conormai-box, andp = r + 1.

2. Ife > 1 thene; A is an/-partition if and only if

(1) the first row ofA has a conormali+1)-box and eithee = r andx, = 0, ore = r+1 andk,,1 = 0.
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Proof: We first prove (1) and then derive (2) from (1).

If \ satisfies conditiof) thenf}”l)\ ~ (u,r — 1,k + 1), so it is an¢-partition.

Conversely:

(a) If the first part of A has a conormaj-box, with j # i, call this boxn;. If j = i 4+ 1 then the
box (r + 1, \,41) has residue. If an addable-box exists, say ata, b), it must be below the first + 1
rows. But then the hook Iengﬂf7,+17b) is divisible by/. This implies thaj: is not a core. So we assume

jF#i+ 1 Thenﬁ.‘"’lA has at least one normaboxn, and exactly one conormébox ns with ng left
of ny left of ny. The hook length of the box in the columnsef and rown is divisible by/, but the hook
length in the box of columns and rown, is not (by Remark 4.2.2). By Theorenl .6, f;ﬁ"’l)\ is not an
(-partition.

(b) By (a), we can assume that the first row has a conoirbalx. If ¢ £ r + 1 then rowr + 2 of
ff‘l)\ will end in aj-box, for somej # . Call this boxn;. Also letn, be any normai-box in ff‘l)\
andns be the unique conorma&box. Then the box in the row of; and column of.3 has a hook length
which is not divisible by, but the box in the row ofi; and column of.5 has a hook length which is (by
Remark 4.2.2). By Theoreth1.6, f;ﬁ"’l)\ is not an¢-partition.

(c) Suppose,.+1 # 0. By (a) and(b), we can assume that= r 4+ 1 and that the first row ok has a
conormali-box. Then the difference betwearandff_l)\ — fr\is an added box in each of the first
rows. Removex, — k1 + 1 horizontal¢-rim hooks from row- of f;ﬁ"’lA. Call the remaining partition
v. Thenv, = v,.41 = p1 + ¢k,41. Hence a removable non-horizonfatim hook exists inv taking
the rightmost box from row with the rightmost — 1 boxes from rowr + 1. Thusff‘l()\) is not an
¢-partition. N

To prove (2), we note that by Theorem (4.3.2) that i 0 ande > 1 thene; A = ¢ f;\ cannot be an
¢-partition. Hence we only considerso thatp;(A) = 0. But thenﬁ.“’i(g?(k))_l'cf)\ = fl?*l'e“f)\ = e
From this observation, it is enough to show thadatisfies({) if and only if 5 A satisfies {). The proof
of this follows a similar line as the above proofs, so it will left to the reader. O

Example 4.3.4Fix ¢/ = 3. LetA = (9,4,2,1,1) ~ ((2,1,1),2, (1)).
Herepo(A) = 3. fol = (10,4,2,1,1)is nota3-partition, butfZ\ = (10,5,2,1,1) =~ ((2,2,1,1),1,(2,1))
and f3\ = (10,5,3,1,1) =~ ((1,1), 3, (1)) are 3-partitions.

5 Further Work

Recent results of Fayers ([2]) and Lyle ([9]) have given camatorial conditions which characterize par-
titions \ so that the corresponding Specht moduiésof H,,(¢) stay irreducible whem is a primitive
(th root of unity, without the condition that the be ¢-regular ¢ > 2). All of the above work can be
generalized to this setting (considering vertical andzwnrial/-rim hooks and a similar decomposition).
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