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Abstract. For each infinite series of the classical Lie groups of typeB, C or D, we introduce a family of polynomials
parametrized by the elements of the corresponding Weyl group of infinite rank. These polynomials represent the
Schubert classes in the equivariant cohomology of the corresponding flag variety. They satisfy a stability property, and
are a natural extension of the (single) Schubert polynomials of Billey and Haiman, which represent non-equivariant
Schubert classes. When indexed by maximal Grassmannian elements of the Weyl group, these polynomials are equal
to the factorial analogues of SchurQ- or P -functions defined earlier by Ivanov.

Résuḿe Pour chaque serie infinie des groupe de Lie classiques de typeB, C ou D, nous preséntons une famille de
polynômes indexées par de élèments de groupe de Weyl correspondant de rang infini. Ces polynômes représent des
classes de Schubert dans la cohomologie équivariante des variétés de drapeaux. Ils ont une certain proprieté de sta-
bilité, et ils extendent naturellement des polynômes Schubert (simples) de Billey et Haiman, que represent des classes
de Schubert dans la cohomologie non-équivariante. Quand ils sont indexées par des élèments Grassmanniennes de
groupes de Weyl, ces polynômes sont equales avec des analogues factorielles de fonctions Q et P de Schur, que été
studié en avant d’Ivanov.

Keywords: Schubert polynomial, flag variety, factorial Q-function

1 Introduction
This article is an extended abstract of (IMN). Details of proofs and some results are omitted.

We are concerned with the problem of finding natural polynomials that represent the cohomology
classes of Schubert varieties in generalized flag varieties. This problem goes back at least to the 1970s,
when Bernstein, Gelfand, and Gelfand (BGG) and Demazure (D)showed that, for generalG/B’s, one
can construct polynomial representatives of the Schubert classes by using the so-called divided difference
operators∂i. For the general linear group, Lascoux and Schützenberger (LS) discovered a particularly im-
portant family of polynomials defined by applying the divided difference operators to a special monomial
of top degree, which represents the point class. These polynomials are calledSchubert polynomialsand
have many nice properties.

It is a natural problem to extend this theory to the other classical Lie types. Fomin and Kirillov (FK)
listed up five important properties that characterize the Schubert polynomials. Moreover they showed it is
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impossible to construct a theory of ‘Schubert polynomials’in typesBn, Cn andDn satisfying the same
properties. For typeBn, they constructed several families of polynomials which satisfy all but one of
these properties. On the other hand, for each classical Lie types, Billey and Haiman (BH) constructed
a family of ‘polynomials’ which are identified with elementsin an inverse system of cohomology ring
of flag variety whenn goes to infinity. Here we should be careful that the meaning of‘polynomial’ is
a bit different from those in (FK) (for the precise meaning, see below). These polynomials satisfy an
infinite system of divided difference equations and are stable under inclusion into an infinite union of
Weyl groups. In (FK) they notice that the limit of a stable version of their polynomials coincide with the
ones in (BH).

Our goal is to construct and study adoubleversion of Billey and Haiman’s polynomials. TypeA double
Schubert polynomials of Lascoux and Schützenberger (LS),(L) admit at least two (related) geometric
interpretations. Firstly, a theorem of Fulton (F1) states that adegeneracy lociof morphisms between
vector bundles coincides with the double Schubert polynomials. Secondly one can identify the double
Schubert polynomials with the Schubert classes inequivariant cohomologyring of the flag variety of
typeA. Such geometric interpretations for the double Schubert polynomials were obtained in the context
of Thom polynomialsby Fehér and Rimányi (FR). In (B2) (§8) Billey noticed that specializing double
Schubert polynomials yields the equivariant localizationproperties (cf. (2)).

The first point of view, degeneracy loci formulas, has been used by Fulton (F2) and also by Kresch
and Tamvakis (KT) to construct candidates for double Schubert polynomials in typesBn, Cn andDn.
The main difficulty in these approaches lie in the choice of “top” polynomials, the representative for the
diagonal class of the flag bundle, that produce arbitrary double Schubert polynomials when we apply
divided difference operators successively.

In this paper, we adopt the equivariant cohomology approachto construct three families of double
Schubert polynomials in typesB, C andD. In particular, we will make full use oflocalizationtechnique in
equivariant cohomology theory, which do not exist in the non-equivariant case. The obtained polynomials
have desired properties that inherits from the single (non-equivariant) Schubert polynomials of Billey and
Haiman. One of the main feature of our polynomials is thestability property mentioned above. This is
not the case for the previously known candidates in (F2) and (KT).

Now let us review the results of Billey and Haiman in more detail. For the sake of simplicity, we mainly
consider typeC case. The main ingredient of their constructions is the ringof SchurQ-functions. For
a good reference on the theory of SchurQ-functions consult (M). LetQλ(x) be Schur’sQ-functions
corresponding to a strict partitionλ. They form a distinguishedZ-basis of the ringΓ, a subring of the ring
of ‘symmetric functions’. These functions first appeared inthe context of Schubert calculus when Pragacz
(P) identifiedQλ(x)’s with the Schubert classes for the Lagrangian Grassmannians. Billey and Haiman’s
polynomials live in the following extended ring ofΓ:

RBH
∞ := Z[z1, z2, . . .] ⊗Z Γ.

They identifiedRBH
∞ with a subring of the inverse limit ofH∗(Fn) whereFn is the flag variety of ordern

in typeCn. The Billey-Haiman polynomialsCw(z; x) are indexed by the elementsw in the infinite Weyl
groupW∞ =

⋃

n≥1 Wn, whereWn is the Weyl group of typeCn. By the constructionCw(z; x) has
the stability properties. More preciselyCw(z; x) is identified with the inverse limit of Schubert classes
corresponding tow ∈ W∞. Another important feature of these polynomials is that ifw is a maximal
Grassmannian element inW∞ that corresponds to a strict partitionλ, thenCw(z; x) coincides withQλ(x)
(there are analogous results for typesB, D). This recovers the theorem of Pragacz.
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The first result of this paper is the existence and uniquenessof our polynomials (Theorem 3.1). Consider
the ringR∞ = Z[t1, t2, . . .] ⊗Z RBH

∞ . We construct two commuting actions ofW∞ on R∞ which give
rise to two commuting famifies of divided difference operators {∂i}i, {δi}i wherei = 0, 1, 2, . . . (see
§3.1 for the definition). Here we just remark that∂0, δ0 act onΓ in a nontrivial way. Our polynomials
{Cw(z, t; x)}w, w ∈ W∞ are defined to be the unique solution of the following equations:

∂iCw =

{

Cwsi
if ℓ(wsi) = ℓ(w) − 1

0 if ℓ(wsi) = ℓ(w) + 1
, δiCw =

{

Csiw if ℓ(siw) = ℓ(w) − 1

0 if ℓ(siw) = ℓ(w) + 1
, (1)

combined with a normalization property, wheresi are the simple reflections. By the construction, it is
clear thatCw(z, t; x) specialize (whent = 0) to Billey and Haiman’s polynomialsCw(z; x). Moreover,
for maximal Grassmannian elements of Weyl group,Cw(z, t; x) agree with thefactorial Q-functions
introduced by Ivanov (Iv). This result is a naturalT -equivariant analogue of the theorem of Pragacz. Note
that the fact has been established in (I) and (IN) by a different method.

The main technical feature of this paper is the systematic use of localization maps. Let FT
n denotes

the set ofT -fixed points, which is naturally indexed by Weyl groupWn. By the pullback morphism
induced by the inclusionFT

n →֒ Fn, the equivariant cohomologyH∗
T (Fn) is considered to be a subring

of H∗
T (FT

n ) =
∏

v∈Wn
H∗

T (ev) =
∏

v∈Wn
Z[t1, . . . , tn], whereev is theT -fixed point corresponding to

v ∈ Wn. Therefore a classη in H∗
T (Fn) can be determined by giving their restrictionη|ev

to anyT -fixed
pointev, v ∈ Wn. To describe the restriction we introduce ring homomorphims(§4.2)

Φv : R∞ −→ Z[t1, t2, . . .]

associated withv in W∞. The equivariant Schubert classσT
w (see§4.1) is calculated from our polynomial

as
Φv (Cw(z, t; x)) = σT

w |ev
, (2)

whereσT
w in the right hand side can be thought as an element inH∗

T (Fn) for all n such thatw, v ∈ Wn.
In this sense, our polynomials represent the equivariant Schubert classes. Note that as Arabia (A) showed
σT

w |ev
are nothing butξ-functions of Kostant and Kumar (KK).

Our method to prove the existence of the double Schubert polynomials relies on the Goresky-Kottwitz-
MacPherson description of the equivariant cohomology (GKM). The main idea is to consider a ringH∞

as a subring of
∏

v∈W∞

Z[t1, t2, . . .] which consists of elements satisfying the GKM conditions. We have

a naturalZ[t1, t2, . . .]-basisσ(∞)
w indexed by the elements ofW∞. These element behave in the similar

way asCw(z, t; x) do under the naturally defined operators∂i, δi onH∞ (cf. (1)). We will show that the
localization mapΦ = (Φv)v∈W∞

gives the isomorphism of rings fromR∞ ontoH∞. The injectivity and
the fact thatIm(R∞) ⊂ H∞ are rather easy to prove. To prove the surjectivity we first show that the

image ofQλ(x|t) underΦ is σ
(∞)
wλ

, wherewλ is the maximal Grassmannian element corresponding toλ.
This can be shown by using avanishingproperty that characterizes the factorial Schur functionsand also
the equivariant Schubert classes. Then we solve a recursiveformula, the equivariant version oftransition
equationsof Billey (B1), to getΦ−1(σ

(∞)
w ) in R∞ for arbitraryw ∈ W∞. SetCw(z, t; x) = Φ−1(σ

(∞)
w ).

Then the defining equation forCw(z, t; x) is satisfied thanks to a commutativity property of the divided
differences andΦ.
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The main combinatorial upshot is the following explicit formula. Letw(n)
0 be the longest element in

the Weyl groupWn of typeCn. Then the double Schubert polynomial corresponding tow
(n)
0 is given by

C
w

(n)
0

(z, t; x) = Q2n−1,2n−3,...,3,1(x| − z1, t1,−z2, t2, . . . ,−zn−1, tn−1). (3)

For typeD case, we have

D
w

(n)
0

(z, t; x) = P2n−2,2n−4,...,4,2(x| − z1, t1,−z2, t2, . . . ,−zn−1, tn−1),

wherew
(n)
0 denotes the longest element inW (Dn) and we use the same convention of the factorialP -

functionPλ(x|t) as in (IN). We prove these formulas using the behavior ofQλ(x|t) or Pλ(x|t) under the
action ofδi. In fact if we denote the function in right hand side of (3) by∆n = ∆n(z, t; x), then we can
show

δn−1 · · · δ1δ0δ1 · · · δn−1∆n = ∆n−1.

Moreover we can directly verifyΦv(∆n) = σT

w
(n)
0

|ev
for v ∈ Wn. Combined with these two facts we can

prove that ifw ∈ Wn thenFw = ∂
w−1w

(n)
0

∆n does not depend onn and{Fw}w∈W∞
satisfies the divided

difference equations. Then by the uniqueness of solution wehaveFw = Cw(z, t; x) for all w ∈ W∞. In
particular we haveC

w
(n)
0

= ∆n.

One motivation of the present paper was to give a geometric interpretation to the factorial SchurQ-
function by means of degeneracy loci formulas. For typeA case this problem was treated in (Mi), where
Kempf-Laksov formula for degeneracy loci is identified withthe Jacobi-Trudi type formula for the fac-
torial (ordinary) Schur function. We also have a formula that express the factorialQ-function as a multi
Schur Pfaffian. This comes from a Lagrangian degeneracy lociformula of Kazarian (Ka) as an analogy of
Kempf-Laksov formula. This matter will be discussed in the full paper.

While our results generalize to all classical Lie types, we will restrict ourselves mainly to typeC for
the remainder of this article.

2 Preliminaries
2.1 Infinite hyperoctahedral groups
The infinite hyperoctahedral groupW∞ consists of all permutationsw of the set{1, 2, . . .} ∪ {1̄, 2̄, . . .}
such thatw(i) 6= i for only finitely manyi, andw(i) = w(̄i) for all i. Eachw ∈ W∞ is considered to
be a signed (barred) permutation of{1, 2, . . .}. We often use one-line notationw = (w(1), w(2), . . .) to
denote an elementw ∈ W∞. The transpositions

s0 = (1, 1̄), si = (i + 1, i) (i > 0)

are standard generators satisfying the relations:

s2
i = e for all i, s0s1s0s1 = s1s0s1s0, sisi+1si = si+1sisi+1 for i > 0.

By this set of generators we can think of(W∞, S) as a Coxeter system, whereS = {0, 1, 2, . . .}. In partic-
ular we have the Bruhat-Chevalley order onW∞. The subgroupWn = 〈s0, s1, . . . , sn−1〉 is isomorphic
to the Weyl group of typeCn. We haveW∞ =

⋃

n≥1 Wn. The Bruhat-Chevalley order ofWn makes it a
sub-poset ofW∞.
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2.2 The ring of Q-functions
Our main reference for symmetric function is (M). LetΛ denote the ring of symmetric functions in
infinitely many indeterminatesx = (x1, x2, . . .). The Schur’sQ-function Qλ(x) is an element ofΛ
indexed by a strict partitionλ = (λ1 > · · · > λr > 0). DefineQi(x) as the coefficient ofui in the
generating function

f(u) =

∞
∏

i=1

1 + xiu

1 − xiu
=

∑

k≥0

Qk(x)uk.

Note thatQ0 = 1. The identityf(u)f(−u) = 1 yields

Qi(x)2 + 2
i

∑

j=1

(−1)jQi+j(x)Qi−j(x) = 0 for i > 0.

It is known that the ideal of relations among the functionsQk(x) is generated by the previous relations.
For i ≥ j ≥ 0, define elements

Qi,j(x) := Qi(x)Qj(x) + 2

j
∑

k=1

(−1)kQi+k(x)Qj−k(x).

Note thatQi,0(x) = Qi(x) andQi,i(x) (i > 0) is identically zero. LetSP denote the set of all strict
partitions. Forλ in SP we writeλ = (λ1 > λ2 > · · · > λr ≥ 0) with r even. Then the corresponding
Schur’sQ-functionQλ = Qλ(x) is defined by

Qλ(x) = Pf(Qλi,λj
(x))1≤i<j≤r ,

wherePf denote the Pfaffian.
SetΓ to be the subring ofΛ defined byΓ := Z[Q1(x), Q2(x), . . .]. It is known then that the functions

Qλ(x) for λ ∈ SP form aZ-basis ofΓ.

3 Double Schubert polynomials of type C

3.1 Divided difference operators
Set

R∞ := Z[t1, t2, . . .] ⊗Z Z[z1, z2, . . .] ⊗Z Γ.

We makeW∞ act onR∞ by lettingsz
i interchangezi andzi+1, for i > 0, and lettingsz

0 replacez1 and
−z1, and also

sz
0Qk(x) = Qk(x) + 2

k
∑

j=1

zj
1Qk−j(x).

We use another action ofW∞ given by lettingst
i interchangeti andti+1, for i > 0, and lettingst

0 replace
t1 and−t1, and also

st
0Qk(x) = Qk(x) + 2

k
∑

j=1

(−t1)
jQk−j(x).
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We definedivided difference operatorsonR∞

∂0f =
f − sz

0f

−2z1
, ∂if =

f − sz
i f

−(zi+1 − zi)
, δ0f =

f − st
0f

2t1
δif =

f − st
if

ti+1 − ti
for i > 0.

Define also

∂1̂f =
f − sz

1̂
f

−(z2 + z1)
, δ1̂f =

f − st
1̂
f

t2 + t1
,

wheresz
1̂

= sz
0s

z
1s

z
0 andst

1̂
= st

0s
t
1s

t
0.

Remark.We introducedx = (x1, x2, . . .) as algebraically independent variables fromz = (z1, z2, . . .)
andt = (t1, t2, . . .). However it is natural to impose the following relation (cf (BH)):

pi(x) =
1

2
pi(t) −

1

2
pi(z) for odd i > 0,

wherepi denote the powersum symmetric function. Recall that the ring Q ⊗Z Γ is generated by al-
gebraically independent elementsp1(x), p3(x), . . . . Our formulas of the action ofsz

0 andst
0 above are

consistent with these relations.

3.2 Definition and first properties
We state the existence and uniqueness for the double Schubert polynomials of typeC.

Theorem 3.1 There exist a unique family of elements{Cw}w ⊂ R∞, w ∈ W∞, satisfying the equations

∂iCw =

{

Cwsi
if ℓ(wsi) < ℓ(w)

0 otherwise
, δiCw =

{

Csiw if ℓ(siw) < ℓ(w)

0 otherwise
,

for all i ≥ 0, together with the condition that the constant term ofCw is zero except forw = e, and that
Ce = 1.

Example. The double Schubert polynomialsCw for w ∈ W2 are

Ce = 1, Cs0 = Q1(x), Cs1 = Q1(x) + z1 − t1,

Cs1s0 = Q2(x) − t1Q1(x), Cs0s1 = Q2(x) + z1Q1(x),

Cs0s1s0 = Q2,1(x), Cs1s0s1 = Q3(x) + (z1 − t1)Q2(x) − t1z1Q1(x),

Cs0s1s0s1 = Q3,1(x) + (z1 − t1)Q2,1(x).

We collect here some basic properties ofCw = Cw(z, t; x).

Theorem 3.2 1. The double Schubert polynomials{Cw}w form aZ[t]-basis ofR∞.

2. For all w ∈ W∞ we have
Cw(z, 0; x) = Cw(z; x),

whereCw(z; x) denotes Billey-Haiman’s polynomial.
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3. (Symmetry) We haveCw(−t,−z; x) = Cw−1(z, t; x).

4. (Positivity) When we write

Cw(z, t; x) =
∑

λ∈SP

fw,λ(z, t)Qλ(x),

we havefw,λ(z, t) ∈ N[−t1, . . . ,−tn−1, z1, . . . , zn−1] if w ∈ Wn.

SetPk(x) = 1
2Qk(x) (k ≥ 1). DefineΓ′ = Z[P1(x), P2(x), . . .] andR′

∞ = Z[t1, t2, . . .] ⊗Z Γ ⊗Z

Z[z1, z2, . . .]. Let W ′
∞ = 〈s1̂, s1, s2, . . .〉 be the infinite Weyl group of typeD, wheres1̂ = s0s1s0.

Theorem 3.3 There exist a unique family of elements{Dw}w ⊂ R′
∞, w ∈ W ′

∞, satisfying the equations

∂iDw =

{

Dwsi
if ℓ(wsi) < ℓ(w)

0 otherwise
, δiDw =

{

Dsiw if ℓ(siw) < ℓ(w)

0 otherwise
,

for all i ≥ 1 andi = 1̂, together with the condition that the constant term ofDw is zero except forw = e,
and thatDe = 1.

TypeB polynomialsBw (w ∈ Wn) are defined to be2−s(w)Cw, wheres(w) denotes the number of
sign changes inw. There are also elements inR′

∞.

3.3 Maximal Grassmannian elements
An elementw ∈ W∞ is amaximal Grassmannian elementif w(1) < w(2) < · · · < w(i) < · · · in the
order· · · < 3̄ < 2̄ < 1̄ < 1 < 2 < 3 < · · · . Let Wmax

∞ denote the set of all maximal Grassmannian
elements inW∞. Forw ∈ Wmax

∞ let r be such that

w(1) < · · · < w(r) < 1 and 1̄ < w(r + 1) < w(r + 2) < · · · .

Set
λi = w(i) for 1 ≤ i ≤ r.

Thenλ = (λ1, . . . , λr) is astrict partition i.e., λ1 > · · · > λr > 0. Let SP denote the set of all strict
partitions. The correspondence gives a bijection

Wmax
∞ −→ SP .

Note that this bijection preserves the partial order whenSP is considered to be a partially ordered set
given by the inclusionλ ⊂ µ of strict partitions. Moreover ifv ∈ Wmax

∞ corresponds toλ ∈ SP we have
ℓ(w) = |λ|.

Theorem 3.4 If w ∈ W∞ is a maximal Grassmannian element corresponding toλ in SP then

Cw(z, t; x) = Qλ(x|t),

whereQλ(x|t) is the factorialQ-function defined by Ivanov.

Remark.We have analogous result for typesB, D in terms of factorialP -functions (cf. (IN)).
Remark.The fact that factorialQ-function represents the equivariant Schubert class of theLagrangian

GrassmannianLGn was established in (I). Note that the subringZ[t] ⊗Z Γ of R∞ has aZ[t]-basis
consisting ofQλ(x|t), λ ∈ SP .
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3.4 Longest elements of Wn

Let λ, µ be partitions of length less than or equal tor. For sequencesc(i) = (c
(i)
0 , c

(i)
1 , . . .) (1 ≤ i ≤ r) of

commutative elements, themulti-Schur determinantis defined by

sλ/µ(c(1), . . . , c(r)) = det
(

c
(i)
λi−µj+j−i

)

1≤i,j≤r
,

wherec
(i)
k = 0 for k < 0. Let hk denote the complete symmetric function of degreek. Set ρk =

(k, k − 1, . . . , 1).

Theorem 3.5 Letw(n)
0 denote the longest element inWn. We have

C
w

(n)
0

(z, t; x) =
∑

λ⊂ρn−1

Qρn+λ(x)sρn−1/λ′(c(1), . . . , c(n−1)),

wherec
(i)
k = hk(z1, . . . , zi,−t1, . . . ,−ti) andλ′ is the conjugate partition ofλ.

We have an alternative expression forC
w

(n)
0

(z, t; x) in terms of a factorialQ-function, i.e.

C
w

(n)
0

(z, t; x) = Qρn+ρn−1(x| − z1, t1,−z2, t2, . . . ,−zn−1, tn−1). (4)

4 Geometric interpretation
In this section we explain the geometric meaning of our polynomials.

4.1 Flag variety of type C

Let Gn denote the (complex) symplectic group of rankn andTn ⊂ Bn be a maximal torus and a Borel
subgroup. The flag variety is defined byFn = Gn/Bn. The Weyl group of(Gn, Tn) is identified with
Wn. For eachw ∈ Wn, let ew ∈ Fn denote the correspondingTn-fixed point. LetB−

n denote the opposite
Borel subgroup ofBn. DefineΩw = B−

n ew. The Schubert variety is defined to be the closureΩw. Since
Ωw is a Tn-stable closed subvariety we have the classσTn

w = [Ωw]Tn
∈ H

2ℓ(w)
Tn

(Fn), theequivariant
Schubert class, whereℓ(w) is the length ofw ∈ W.

4.2 Localization maps
Let v ∈ W∞. We makeW∞ act onZ[t1, t2, . . .] as signed permutations of the variablest1, t2, . . . . We
define a ring homomorphismΦv from R∞ to Z[t1, t2, . . .] by

Φv(f(z, t; x)) = f(v(t), t; tv),

wherev(t) = (v(t1), v(t2), . . .) andtv is defined by

(tv)i =

{

tv(i) if v(i) < 1

0 otherwise
.

The ringH∗
Tn

(pt) is identified withZ[t1, . . . , tn] where{t1, . . . , tn} is a basis of the character group of
Tn. Let ιv : ev →֒ Fn denote the embedding. This inducesι∗v : H∗

Tn
(Fn) −→ H∗

Tn
(ev) = Z[t1, . . . , tn].
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Theorem 4.1 Letw ∈ W∞. Take the smallestn such thatw ∈ Wn. Then for allm ≥ n andv ∈ Wm we
have

Φv (Cw) = ι∗v(σTm

w ).

Moreover we haveΦv (Cw) = 0 if v 6∈ Wn.

This result says that the right hand side have a good stability property and the elementCw represents the
local datum simultaneously for allv.

Remark.Here we give just a very brief account of the proof of existence of{Cw}w. At the heart of the
construction there is a ring homomorphism

Φ = (Φv)v : R∞ −→
∏

v∈W∞

Z[t1, t2, . . .],

which is proved to be injective. We can describe the imageH∞ of the mapΦ. The characterization con-
ditions for the subringH∞ are a certain finiteness and a Goresky-Kottwitz-MacPhersontype conditions.
H∞ inherits a basis{σ(∞)

w } parametrized by the elements in the infinite Weyl groupW∞. The element

σ
(∞)
w is a natural stable limit ofξ-functions of Kostant and Kumar (KK) forH∗

Tn
(Fn). We have natural

actions of left and right divided operators onH∞ which are compatible under the localization mapΦ.

Then we can prove that the elementsΦ−1(σ
(∞)
w ) ∈ R∞ solves the defining divided difference equations.

4.3 Homomorphism πn and the classes βi

We introduce here a natural projection from the ringR∞ to equivariant cohomology ofFn.

Proposition 4.2 The equivariant cohomologyH∗
Tn

(Fn) is canonically isomorphic to the ring

Rn := Z[t1, . . . , tn, z1, . . . , zn]/In,

whereIn is the ideal generated by the homogeneous parts of the relation

n
∏

i=1

(1 + zi)(1 − zi) =

n
∏

i=1

(1 + ti)(1 − ti).

Define the classesβi ∈ H2i
Tn

(Fn) by

1 + β1 + β2 + · · · =

n
∏

i=1

1 − zi

1 − ti
=

n
∏

i=1

1 + ti
1 + zi

.

It is easy to see that the classesβi satisfy the same relations ofQi(x)’s. Thus we have the next propo-
sition.

Proposition 4.3 There is a surjective ring homomorphismπn : R∞ −→ H∗
Tn

(Fn) such that

πn(Qi(x)) = βi, πn(zi) =

{

zi if i ≤ n

0 if i > n
, πn(ti) =

{

ti if i ≤ n

0 if i > n
.
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Remark. By the forgetful homomorphismH∗
Tn

(Fn) −→ H∗(Fn) the classesβi (1 ≤ i ≤ n) are
mapped to the special Schubert classes inH∗(LGn) ⊂ H∗(Fn) while βi (i > n) are mapped to zero.
Note thatβi (1 ≤ i ≤ n) in H∗

Tn
(Fn) are not equal to the special (equivariant) Schubert classes.

By a direct calculation we have the following result.

Proposition 4.4 Letv ∈ Wn. The composition

R∞
πn−→ Rn

ι∗v−→ H∗
Tn

(ev) = Z[t1, . . . , tn] →֒ Z[t1, t2, . . .]

is equal toΦv.

Combined with this proposition and Theorem 4.1 we have the following.

Corollary 4.5 We have

πn(Cw) =

{

σTn
w if w ∈ Wn

0 otherwise
.

5 Appendix
For reader’s convenience we present some basic results on Ivanov’sQ-functions. We use slightly different
notation from that of (Iv). Lett = (t1, t2, . . .) be indeterminates. Note that the parametersai used
in (Iv) are related to our convention byai+1 = ti with a1 = 0. Consider the ringZ[t] ⊗Z Γ where
Z[t] = Z[t1, t2, . . .]. Let λ = (λ1 > · · · > λr > 0) be a strict partition. Define

tλ = (tλ1 , . . . , tλr
, 0, 0, . . .).

Let v ∈ W∞ be the maximal Grassmannian element corresponding toλ ∈ SP . Define

Hλ(t) =
∏

(i,j)∈λ

(tv(i) + tv(j)).

Proposition 5.1 ((Iv)) For any strict partitionλ, the factorialQ-functionQλ(x|t) is a unique element of
Z[t] ⊗Z Γ that satisfies following conditions:

1. Qλ(x|t) is homogeneous of degree|λ| =
∑r

i=1 λi,

2. Qλ(x|t) = Qλ(x) + lower order terms inx,

3. Qλ(tµ|t) = 0 unlessλ ⊂ µ,

4. Qλ(tλ|t) = Hλ(t).

Remark. In (IN) a combinatorial expression in terms of ‘excited Young diagrams’ forQλ(tµ|t) was
obtained.

Proposition 5.2 ((Iv)) The factorialQ-functionsQλ(x|t) (λ ∈ SP) form aZ[t]-basis ofZ[t] ⊗Z Γ.
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Proposition 5.3 ((Iv)) For any strict partitionλ = (λ1 > · · · > λr ≥ 0) with r even, we have

Qλ(x|t) = Pf
(

Qλi,λj
(x|t)

)

1≤i<j≤r
.

Note. After the present work was completed we were informed that A.Kirillov (K) had introduced
double Schubert polynomials of typeB (andC) in 1994 by using Yang-Baxter operators (cf. (FK)),
independently to us, although the geometric interpretation as in the present article had not been known.
The approach is quite different from ours, nevertheless thepolynomials seem to be essentially the same
as ours; after a suitable identification of variables (see remark in 3.1).
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