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polynomials by King, Tollu and Toumazet!
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Abstract. The factorization theorem by King, Tollu and Toumazet giees different reduction formulae of Littlewood-
Richardson coefficients. One of them is the classical réaluédbrmula of the first type while others are new. More-
over, the classical reduction formula of the second typ®isarspecial case of KTT theorem. We give combinatorial
proofs of reduction formulae in terms of tableaux or hivesie proofs for the cases = 1,2,n — 2 in terms of
tableaux and the proof for the classical reduction formtlhe second type in terms of hives are new.

Résure. Le Théoreme de factorisation par King, Tollu, et Toumak®ine quatre formules differentes de réduction
des coefficients de Littlewood-Richardson. L'une d’entug est la formule classique de réduction du premier type
alors que les trois autres sont nouvelles. De plus, la farolassique de réduction du deuxieme type n'est pas un
cas spécial du KTT théoréme. Nous donnons preuves cetaiies des formules de réduction en termes de tableaux
ou hives Les preuves pour les cas= 1,2,n — 2 en termes de tableaux et la preuve pour la formule classigue d
reduction du deuxieme type en termeshdeessont nouvelles.

Keywords: Reduction formulae; KTT factorization theorem; Littleveb&ichardson coefficients.

O Introduction

Littlewood-Richardson coefficientg , are important in many fields of mathematics. They count the
number of column strict (skew) tableaux on the shapk of contentu that satisfy a certain condition on

a word derived from the tableau, which we callitlewood-Richardson tableauThey explain the rule

of multiplication of two Schur functionssy - s, = 3_, ¢§ ,s», and the tensor product of two irreducible
polynomial representations 6fL,,(C); V(A @V (n) = @, X, V(v). They also appear in the Schubert
calculus of Grassmannians; -0, =Y, CK#UV , Whereo, is the Schubert class in the cohomology ring
of a Grassmannian, indexed by the partition
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For given partitions\, u andv, astretched Littlewood-Richardson coefficiath a stretched parameter
t, wheret is a positive integer, is defined to be the Littlewood-Ricisan coefficienty,,. It was
conjectured by R. King, C. Tollu and F. Toumazet (5) that ¢hexists a polynomiaPy, (¢) with non-
negative rational coefficients such thgf,(0) = 1 and P}, (t) = ci},, for all positive integers. The
polynomiality of cigtu has been proved in (2; 10). The corresponding polynomigl(?) is called a
Littlewood-Richardson polynomial

Inspired by the Saturation Theorem by A. Knutson and T. Ta@(®l the properties of puzzles that
serve as a model of Littlewood-Richardson coefficientouhticed by Knutson et al. (9), King, Tollu and
Toumazet made a conjecture on the factorization of Littiedv&®ichardson polynomials and it has been
proved by themselves (7): In this article we call tKiET theorenfor short.

Roughly speaking, the factorization theorem states that if> 0 and any one of Horn’s inequalities
is an equality, thery , can be written as a product of two Littlewood-Richardsorffotients indexed by
certain subpartitions of, u, v, respectively, and hence the corresponding Littlewoach&idson polyno-
mial P}, (¢) factorizes also.

One may observe that if the given index sets in the theorera bardinalityl, 2, (n — 1) or (n — 2),
then KTT theorem gives a reduction formula of Littlewood:Rardson coefficients since there exists a
unique Littlewood-Richardson tableau, if there is, whea l#ngth of partitions are at mo3t We only
focus on this aspect of the theorem and observe that it isléissical reduction formula (see (4)) of the
first type when the size of index sets are(all- 1), while it gives new types of reductions when the size
of index sets are all, 2 or (n — 2). The classical reduction formula of the second type is nqtezisl
case of KTT theorem though.

Our main concern is on combinatorial proofs of reductionrfolae of Littlewood-Richardson coeffi-
cients. The proof of the factorization theorem in (7) givembinatorial proof for reduction formulae in
terms of hives, and we give proofs in terms of tableaux indhiile. For the classical reduction formula
of the second type, we introduce a combinatorial proof basduives also since this is not a special case
of KTT theorem.

1 KTT Theorem and its special cases

A partition A = (A1, A2,...) IS @ nonincreasing sequence of nonnegative integers witk fimmber

of positive numbers. Theizeof X is || = )", A\; and thelengthof A, £()), is the number of positive
numbers in\. The Young diagranof a partition\ is a left-justified array of boxes with; boxes in its

ith row. For a partition, X is theconjugateof A\, whose diagram is obtained by interchanging rows and
columns of\. For two partitionsh = (A1, \a...), v = (v1,10,...), we write A C v, if \; < v, for all

i. For partitions), v with A C v, theskew diagranof shapev/\ is the diagram consisting of boxes of
v which are not the boxes of. A skew tableawf shapev/\ with contenty = (u1, p2, ...) is a filling

of boxes of a skew diagram/\ with p; i's, where entries are weakly increasing in rows and strictly
increasing in columns. Theverse row woraf a skew tableal’, denoted byu(T'), is the word obtained
by reading the entries @ from right to left and top to bottom. A worth = z; - - - =, is called alattice
wordif, forany s < r andi, z; - - - 25 contains at least as maiig as it containg: + 1)'s. A skew tableau

T is aLittlewood-Richardson skew tableéuR-tableau) if its reverse row word(T) is a lattice word.

Definition 1.1. Given three partitions, 1 andv, the Littlewood-Richardson coefficiefitR-coefficient)
cX ., is the number of LR-tableaux on the shape\ of contenty.
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Whenn is a positive integer, we ldin] = {1,...,n}. Letr < n be a pair of positive integers,
I={iy,ia,... 00}, 01 <i2 <---<i,, be anr-subset ofn], andX be a partition witl/(\) < n. Then,
we definer(I) = (i —r,ir—1— (r—1),...,i; — 1) as a partition associated f@andA; = (A\;,,..., \i,)

as a subpartition of. Denoted by, we mean the complement &fn [n],i.e. I¢ = [n] — I.
Definition 1.2. For a pair of two positive integens < n, define a set of triples af-subsets ofn] as
follows: R* = {(I,J,K) |1, J, K arer-subsets ofn], ci%iw =1}.

Now we state a KTT theorem on the factorization of LR-coedfits and hence of LR-polynomials.

Theorem 1.3(KTT factorization Theorem (7)). Let A\, x andv be partitions of lengths at mostwith
¢, > 0. Suppose that there exidts, J, K) € R withr < n, which satisfies the equalily’, . ;- vx =

dicr i+ ZJEJ . Then,cgu = cifmczfuﬂ , and hence Pj\’u(t) = P/\”fw(t)P;’fCLJC (t).

An n-hiveis a graph of equilateral triangular shape with labeled sdgeshown in Fig. 1. For partitions
A, pandv of lengths at most, anLR-hive of type(\, i, v) is ann-hive with nonnegative integer (edge)
labels and the boundary labels are determined\lyy, v as shown in Fig. 2, satisfying the following
condition; for each rhombus in Fig. 3, > ~, 8 > 4, and in each triangle the sum of two values on
oblique sides is same as the value on the horizontal side.

aiyl a21 a3y 41

Fig. 1: 4-hive Fig. 2
Proposition 1.4. For partitions A\, x andv, S, = the number of LR-hives of typeu, v .

A puzzleis an equilateral triangular diagram consisting of thremmantary pieces as shown below,
where all matching edges must have the same type, thickrar thi

w A A

Puzzles have been introduced by A. Knutson et al. (9) and dlmy give LR-coefficients when the
boundary of puzzles are fixed by given partitions. For KTTotleen, we only need the fact that if
(I, J, K) € R then there is a unique puzzle (on the shape-bfve), called ahive planwith boundaries
determined by, J, andK: I, J, K determines the northwest, northeast, south boundaryctspy, and
the elements of, J, K are corresponding to thick edges.

The following example explains the original idea of KTT theim: By cutting out the shaded regions
and gluing opposite edges of each rhombus, we obtain two nenplans determined by triangles with
thick or thin edges respectively. Moreover the product ahbars of hives of each hive plan gives the
number of hives of the original plan.

Example 1.5. Letn = 9, T = {1,2,3,5,6,8,9}, J = {1,2,3,4,6,8,9} andK = {2,3,4,6,7,8,9}.
Then,(I,J,K) € R? and this makes a unique puzzle (hive plan) and the number i€ on the
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original hive plan is the product of the numbers of LR-hivegioe other two shapes where the boundary
conditions for two small LR-hives are induced from the araione:

A7 M5
)\4 1
141 Vs
1] Vs V4 Vg 1 %4 vg Vg
141 %) Vs V4 Vs Vg 1% vy 1%4°)
An immediate observation is ¥, 11, v are partitions whose lengths are at mgghency , = 1 when it

is non-zero. Hence, in Theorem 1.3rif< 2 orr > n — 2, thency¥, = 1loreys’ = = 1 respectively.
Therefore, some special cases of Theorem 1.3 give us reddotimulae of LR- coeff|C|ents

In the following proposition, we describe the conditions &, J, K) to be in R} or R%, while the
proof can be easily done directly from the definition&f. It is stated in (3) as well.

Proposition 1.6. Letn be a positive integer. Then,
@ ({i},{4},{k}) e Rt ifandonlyifi+ j = k + 1.

(b) ({i1,ia}, {j1,d2}, {k1, ko}) € R} if and only ifiy + iy + j1 + jo = k1 + ko + 3 andiy + j; <
Fi4+1, i1+J2<ko+1, io+j1 <ky+1.

Four cases = 1,2,n — 1,n — 2 make a complete list of what give reduction formula from KTT
theorem and we state them separately in combinatorial ways.

Theorem 1.7. LetA, 1 andv be partitions with/(}), £(u), £(v) < nandcf, > 0.

(KTT theorem when r = 1) Suppose there ale< ¢, j,k < nsuchthat+j = k+1andy, = \; + ;.
Thency , =\ andPy ,(t) = PyK°  (t) wherel = {i1}, J = {ji}, K = {k1}.

= e, pe Are, pige

(KTT theorem when r = 2) Suppose there are three subskts {i1, iz}, J = {j1,j2}, K = {k1, k2 } Of
[n], which satisfy the conditions given in Proposition 1.6 (bl &y, + vk, = Ai, + Ay + 145, + s -

Then,cx_# = ch e andeyu( )= P;’I’j“l“c (t).

Finding explicit conditions for(I, J, K') to be in R is not a trivial work in general. For explicit
statements of KTT theorem when= n — 1 andr = n — 2, we define another class of triplesiefubsets
and find the relation to the classB%. Forr < n and anr-subsetl = {i1,...,4,}, 41 < --- < i, Of [n],
we define a partitionr (/) = (n —r+ 1 —i;,n —r+2—is,...,n —iy).

Definition 1.8. For a pair of two positive integens < n, define a set of triples af-subsets ofn] as
follows: C* = {(1, J, K) | I, J, K arer-subsets ofn], 0(1))0(]) =1}.
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We write explicit conditions for a triple to be containeddff whenr = 1,2. The first part of the
following proposition is immediate from the definition whithe second part can be obtained by applying
Proposition 1.6 (b) tor(1), o(J) ando(K).

Proposition 1.9. Letn be a positive integer. Then,
@ ({i}, {4}, {k}) e Cyifandonlyifi + j = k + n.

(b) ({il,iQ},{jl,jg},{kl,k2}> S Cg if and Only |f21 + 19 +]1 + jQ = kl + kQ +2n — 1 and
ka+n<is+ g2,k +n<do+ g1,k +n < i+ Jo.

The following proposition enables us to understand théesi;n C* in terms of triples inR}?_,..
Proposition 1.10. For r-subsetd, J, K C [n], (I, J, K) € C ifandonlyif (I¢,J¢ K € R'_,..

Proof: Itis well known thatcy | = c{ i where) is the conjugate of. Hence,(I, J, K) € C" if and
only if CU/%())/(T) =1, and for anv-subsetl = {iy,io,... 0}, i1 <i2 < --- < i, Of [n],
o)=(r,...,r,r—1,...,r—1,...,1,...,1,0,...,0).
N e N N —
nfi',- ’L'Tfirflfl iz*ilfl ’L‘lfl
Moreover, it is not hard to see that/¢) = 0/(7). This completes the proof. O

We can state KTT theorem fer= n — 1, n — 2 cases in combinatorial ways due to Proposition 1.9 and
1.10. KTT theorem for the case= n — 1 gives the classical reduction formula of the first type giiren
(4) whose combinatorial proof using LR-tableaux is give(ilin

Theorem 1.11. Let A, p andv be partitions with?(X), £(4), £(v) < n andcy, > 0.

(KTT theoremwhenr = n — 1) Supposethere aie< i,j,k < nsuchthat+j =k+nandX;+p; =

V. Then,cxlL = cgfjwc, Pi’w(t) = P;’IISMC (t) wherel = {i},J = {j} and K = {k}.

(KTT theorem whenr = n — 2) Suppose there are three subséts= {iy,i2}, J = {j1,j2}, K =
{k1, k2} of [n] which satisfy conditions in Proposition 1.9 (b) angd + v, = Ai; + iy + 145, + s -

Then,cx_’# = CKI;C“_’ e andeyH(t) = P/'\/I’? e (t).

2 Reduction formulae and their combinatorial proofs

In this section, we give combinatorial proofs of Theoremdnd 1.11 by constructing bijections between
two sets of LR-tableaux of corresponding shapes and cantértte rigorous proofs require long and
complicated work, and we only give main ideas and algorithftee proofs forr = 1,2, n — 2 cases are
new, while the proof for the = n — 1 case is given in (1).

For partitionsA, u, v, we let LRY , be the set of LR-tableaux of shapg\ and contenf. In the
following subsections, for subsefs./, K satisfying conditions in Theorem 1.7 or 1.1,: LR{ , —
LRKII(C“‘MC is a bijection defined for the combinatorial proofs dfids an LR-tableau of corresponding
shapev/\ and content:. For a skew tablea with » rows and integer$ < h, ¢ < n, we letn/.(¢) be
the number of’s in the hth row of T
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2.1 r =n — 1: The first classical reduction formula

Throughoutthis section, we assume thatj = k+n, A\; +1; = v4,. Detailed proof of this case appeared
in (1). The main lemma that allows Definition 2.2 valid is tieidwing:

Lemma 2.1. Foreachk < /¢ < j, Z”” Tl (0) = ;.
Definition 2.2. The reduced LR-tablea®(7") is obtained by applying the following algorithm:

Step 1:  Empty all ; boxes containing in (n — j + 1) consecutive rows from thkth row to the
ith row.
Step2: for{=k+1tojdo
Replace all; ¢'s in (n — j + 1) consecutive rows from théh row with (¢ — 1)’s.
end for
Step3: for/=j+1tondo
Replace’’s with (¢ — 1)’s.
end for
Step 4. Slide the empty boxes down to thith row or to the end of the column whichever occurs
first.
Step 5: Remove the empty boxes which are in ttierow or at the end of columns.

Example 2.3. We let\ = (5,4,4,3,3,2,1,0), u = (5,5,5,4,4,1,0,0) andv = (8,8,6,6,5,5,4,4).
We haven = 8 andi = 6, j = 5, k = 3, then\g + 5 = vs.

Ai Hj
..... 1 | | o o o o o] 1|1| e e
..... 11|1| T2 2| | T2 2|2| 11|1|
.« . .122'2' 3 .o . °122|2|
.« o <33 -— L .« o R
1[3]3 1[4
T=...M[1s --» T --» T e =®(T)
.« . 215 = = e * 215
2
.« . 3l6 -— | 313 | 33 °|2|33
JEIEE [3]4]4]4 [3]a]4]4 elafala
[3]5]5]5
22 r=n-—2

Throughout this section, we assuier is + j1 +jo = k1 + ko +2n— 1, ks +n <o+ jo, k1 +n <
i2 +j1,l€1 +n < il +j2 and>\i1 + )‘iz +‘LLj1 +/L]‘2 = Vk, + Vi, - Leta = il — kl, b = iQ — k2,
a=n—1-j;,andg = n — jo. The main lemma that allows Definition 2.7 valid is the follog.

Lemma 2.4. For ky < £ < jo, 00 uh(0) = pj,. Forky +b—a—1 < € < gy, X009 b (0) = ..
Forky <€ <ky+b—a—1, Y0 %0k(0) = v, — Ay

Definition 2.5. Let S(T") be the set of boxes satisfying one of the following condgion

(S1) Boxes which contaik; and are in(a + 1) consecutive rows from thie th row to thei; th row.

(S2) Boxes which contaifkz +b— « — 1) and are inb — 3+ 1) consecutive rows from thigsz + 5)th
row to theisth row.

(S3) Boxes which contaikhy and are in(3 + 1) consecutive rows from thi,th row to the(k, + 5)th
row.
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Definition 2.6. Definehr to be afilling ofv /A — S(T") with integers), —1, —2 so thathr(p, q) is empty
if (p,q)-box of T"is in S(T'). In other cases,

-1 ifki+1<T(p,q) <ks+b—a—1landp <T(p,q)+ a,

-1 ifhka+b—a<T(p,q) <ks—Tlandp <T(p,q)+a-+1,
hr(p. ) = -2 ?szJrlST(p,q)§j1+1andp§T(p,q)+ﬂ,

—1 ifky <T(p,q) <jrandT(p,q)+B<p<T(p,q) +a+1,

=1 if max{ji +2, k2 + 1} <T(p,q) < jo andp < T(p,q) + B,

0 otherwise.

Definition 2.7. The reduced LR-tablea®(7") is obtained by applying the following algorithm:

Step 1:  Empty all boxes inS(T').
Step 2:  Add hr(p, q) to the(p, ¢)-box which is not empty.
Step 3: for £ = (j; + 1) to (jo — 1) do
Replace all’s with (¢ — 1)’s.
end for
Step4: for ¢ = (j2+1)tondo
Replace all’s with (¢ — 2)’s.
end for
Step 5:  Slide empty boxes of (S2) or (S3) in Definition 2.5 down to ifth row or to the end of the
column whichever occurs first. Also slide empty boxes of (&iyn to thei;th row or to
the end of the column whichever occurs first.
Step 6: Remove all the empty boxes which are in thth row, ioth rows and at the end of columns.

Example 2.8. Letn = 14. We are given partitiond = (12,12,11,10,10,10,9,9,7,5,4,3,1,0), u =
(9,8,7,6,6,5,5,5,5,3,3,1,1,1) andv = (15,14,14,13,13,13,13,13,11,11,10,10,9,9). We have
11 = 6,19 =8, k1 =2, ko :5,j1 :9,j2:1lsothat)\6+)\8+u9+u11 =27 = vy + Us.

............ 1] B B R EE R

............ B

........... 1133 P I 51 N R P

.......... 11202 N T e e e e e e e e 13

.......... 21315 P B e e e e e e e e e o 2

.......... 346 e e e o o o o o o o112 e IR
e e e e e e e e 2[a[5]7] . R = e e e e e e e e I I = T I /Y ;

T = 2[a[5]7 ;hT— 0 i ,T+hT— 23
......... 305068 ) ) 16
....... nnnn P s B N NG
..... 505770 oo e S0 e N nnEan
o o« «Jof6]6[s]s]m « o[ .. 2[5]5]6]6]10
.. s|7]7]o o2 INNEEEED .. slefe[7]7]12
<[] s [s 101013 [oTolo F1 =122 0 IRPNEEEBRE
2] 9 [9ifrif1a LoToTo o [-1=1=1-1]0 2] s [8]1o0]10[14

............ 1[1]1] 11
........................ 2 N R
........... Tl2]2 T N FIE
.......... ANE N B N I B
.......... 2 N EIE N I EI
Step34 vttt 2034 Step5 vttt Step6 vttt 21305
......... 231005 N I e e e e e o e o[2]3]4]0
......... ne e e e o . J[3[3]2]7
....... 33047 e I EII S e e oo o[i[4la]5]5]3
----- 1[4fa]5]5]8 o oo e o[if44]5]5]8 oo« «[2]s5[5]6]6]o
e o« «J2[5]5]6]6[9 o« «[2]5]5]6]6]0 .. 316 6] 7]7 0
o o «[1]3]6]6]7[7Lol - <[ils]e]e]7]7]10 <[] 7] 7[s]8]u
<[aTefal7 7] ]s]t <[af2[a]7]7]s]s]1L 2] s[slofofi2
NBEBEBE DA E [Tzl 5 s 8 ]ofo]r2




490 Cho, Jung and Moon
23 r=1

Throughout this section, we assume thatj = k + 1, \; + u; = v,. The following is a key lemma that
allows Definition 2.10 is valid.

Lemma2.9. Forj+1< ¢ <k, Yp_,nh(l) =S5 nb(f —1). Also>y_ nk(h) = p;.
Definition 2.10. The reduced LR-tablea®(T") is obtained by applying the following algorithm:

Step 1: for ¢ = k downto j + 1 do
Empty all boxes containingin kth row.
Replace all{—1)'sin (k — £+ 1) consecutive rows from thé { 1)st row to the g — 1)st
row with ¢'s.
end for
Step 2: Empty all boxes containingin the kth row.
Step3: for{=j+1tondo
Replace all’s with (¢ — 1)’s.
end for
Step 4:  Slide each box afp, ¢)-position,1 < p < k — 1, \; + 1 < ¢, one step down to remove all
empty boxes.

Example 2.11.Letn = 6 and\ = (5,5, 3,2,2,0), u = (8,7,5,5,4,1),v = (11,9, 8,8, 8, 3). We have
i:3,j:3,k:5,and)\3+u3:1/5:8.

[ SR
..... 1111|1|1|
..... ih[1]1]1] N FIFIRE
P . 2|22 S FFBBE (4] Step12
= 2[2[3]3]3 —i L MGEEGEs (1]
133444 - 2] ]
24]4a[5]5]5 —k [1]5]s =
|1|o()'
..... L[] 1]1]1] e oo e e [aufu]a]aTy] N A ARAR
..... 22122 o oo o o 2]2]2]2] 222 2]
ST2Talala Step 3 2[2[3]3]3 Stepd " T E =
1|a]a]5]5]5 1]3]3]a]4]4 ' ;Iizz =20
- -2 M [1]4]5
[1]5]s [1]s]5
24 r=2

Throughoutthis section, we assume that io +j1 +jo = k1 +ko+3,91+j1 < k141,41 +72 < ko +1,
do+71 < ko1, Aiy + iy + 105, + 145, = Vi, +k,. Thefollowing is a key lemma that allows Definition 2.13
is valid.

Lemma 2.12. (@) For £ = ji +1,..., ki, S0, nla(6) = S0, nle(2 = 1).
(b) Foré =i+ 1,.... 50— 1,02, o nh(0) =20 k(0 —1).
() For € =jo +1,... ks, 52 nl(6) = Y021 mb (€ — 1),

(d) Zh = W ( ) =vk, —A;, and Zh i1 nT( ) = Vky — iy
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(e) Zhlzjl 7 (j1) + Z}f:kg—jz-'rjl-l—l np(j1) = pj,  and ZhijQ 0 (j2) = -

Definition 2.13. The reduced LR-tablea®(T") is obtained by applying the following algorithm:

Step 1:  for ¢ = k; downto j; + 1 do
Empty all boxes containingin &, th row.
Replace all{—1)’sin (k; —£+1) consecutive rows from thé { 1)st row to the f; —1)st
row with £'s.
end for
Step 2:  Empty all boxes containingy in k1th row.
Step 3:  for ¢ = jo — 1 downto j; + 1 do
Empty all boxes containingin kxth row.
Replace all { — 1)’s in (jo — ¢) consecutive rows from thé{ — jo + £)th row to the
(k2 — 1)st row with¢’s.
end for
Step 4:  Empty all boxes containingy in ksth row.
Step 5:  for £ = ko downto j> + 1 do
Empty all boxes containingin kxth row.
Replace all{—1)’sin (ks — £+ 1) consecutive rows from thé { 1)st row to the k> —1)st
row with £ — 1’s.
end for
Step 6: Empty all boxes containingp in koth row.
Step7: for{=j;+1toj,do
Replace all’s with (¢ — 1)’s.
end for
Step8: for{=j,+1tondo
Replace all’s with (¢ — 2)’s.
end for
Step 9:  Slide each box dip, ¢)-positionforl <p < k;—1,\;, +1 < gorforki+1 <p < ky—1,
Ai, +1 < g down to remove all empty boxes.

Example 2.14.Letn = 10. Consider\ = (8,7,6,5,4,2,2,2,1,0), u = (11,6,6,5,3,3,3,3,3,2) and
Vv = (13,11,10,10,10,6,6,6,6,4). We havez’l = 4,139 = 6, j1 = 2, j2 =5,k =5,k =9 and
Mg+ A6 + p2 + s = vs + vg = 16.

........ 111|1|1| ........111|1|1| ........1111|1|

....... 1121212 .......1222' N I Bl FI B

...... NMEIEIE e« o o o o of2f3[3]3 o o o o o ol3)4l4l4

°°°°° 2[3]4]4[4 e o o o «2]3]545]5 e o o o oJ344)1505])5
AR BN B B E MR 134 =Step1,2 - [1

- «[1]1]6]s - «[1]1]6]6 1[1]6]6

- «[2]6]7]7 . «[2]6]7]7 2|6]7]7

. «[3]7]8]s - «[3]7]8]8 3]7]s]s8

« [1]4]8]9]o «[1]4]s]o]o [1]a]8]9o]o

[1T9]10]10 [1]9]10f10 [1]9]10[10
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........ 111 1|1|1| e R B 1|1|1| e R B 1|1|1|
....... 11333 e« o o o o o of1]3]3]3 .......1{33'
...... 3lalala e o o o o of3lalala e o o o o of3lalala
----- 3[4]55]5 e o o o o[3[4[5]5]5 e o o o o[3[4[5]5]5
Step 3,4 o o o1 1 Step 5,6 1
e[1]1]6]6 = 1177 ' 119707
136 |7|7 SE7R8 8 SE78 8
«J4)7]8]8 4181919 4181919
[1] Is]olo 1 1
[1]9]10]10 [1]9]10]10 [1]9]10]10
........ 111|1|1|
....... 1222' ........111|1|1|
...... 21333 .......1222'
..... 231444 e o o o o o|2]3 3
Step 7,8 e of1 Step9 . o of1|2]3]4l4]4
’ 1[1]5 . 1{1[5]5 _(I)(T)
2]15]6]6 . 2]15]6]6
3lel7]7 <[1]3]e]7]7
[1 [1]7]8]s
[1]7]8]8

3 Another reduction formula

The classical reduction formula of the second type, thatlmmunderstood as the conjugate (of LR-
tableaux) version of the first type (i.e.,= n — 1 case of KTT theorem) is not a special case of KTT
theorem in a direct way. We give combinatorial proofs of fbisnula in terms of tableaux and hives.

For a partition\ of lengthn and an integei < n,weletAci= (A1 — 1,..., A — 1, Aig1, .-+, An)-

Theorem 3.1(The second classical reduction formulg4)). Let A, x and v be partitions with|v| =
[A| + |p] @and £(N), €(p), £(v) < n. Suppose that there are indicés, k such thati + j + £ = n and
Xi +pj > v+ vp—pr1 + 1. We also assume that, < Aj, i1 < g andv,_pq1 < vp—g. Then
CK#A = C/\gglekj)'

Throughoutthis section we assume that, j, k and, p, v satisfy the given conditions in Theorem 3.1,
andT is an LR-tableau of shape/\ and contenj:. Definition 3.3 gives a bijectio® : LRY , —

LRKSEZ‘G@) and the following is an essential lemma for the well-defiresdnofd.
Lemma3.2. Foreach? = 1,2,...,j, thereis am withv,,_;11+1 < h < A\; suchthat = T'(i+ ¢, h).

Note thath in the above lemma is not unique. Howev@(I") is well-defined in the following defini-
tion.

Definition 3.3. ®(T') is obtained by applying the following algorithm:

Step1l: forf{=1tojdo
Empty a box in th€i + ¢£)th row and between th@/,_;+1 + 1)st column and the;th
column ofT" which is containing ar.
end for
Step 2:  Slide the empty boxes right to reach the end of the row.
Step3: for/¢=1toido
Move every box in theéth row to one box left.
end for
Step 4: Remove the empty boxes.
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To define a bijectionV between two sets of LR-hives of corresponding types, wedgfhe am-hive
R(i, 7, k;n) whose edges are labeled ty—1's.

Definition 3.4. When the edges’st, \ st and—st correspond, respectively, to the ed@es c,; anda;
of Fig. 1 in Section 1R(4, j, k; n) is defined as follows:
-1 if1<s<i,1<t<n—-k-—s+1,
}%/st:: .
0 otherwise.
-1 if1<s<j1<t<n—i—s+1,
}%\st:: .
0 otherwise.
R —1 ifeitherl1<t<i1<s<n—k—t+1lorl<s<jy,
') 0 otherwise.

Each edge label of theum of twan-hivesis defined as the sum of corresponding edge labels.
Lemma 3.5(and definition of ¥). For an LR-hiveH of type(\, u,v), ¥(H) = H + R(i,4,k;n) isan
LR-hive of typgl © i, n © j,v © (n — k)), and ¥ is a bijection.

Example 3.6.Letn = 8,i = 2,j = 4,k = 2, and\ = (7,6,5,3,1,0,0,0), » = (6,5,5,5,3,0,0,0)
andv = (8,8,8,8,6,4,2,2). Then we have\s + py = 11 = v; + v7 + 1. The followings show how our
reduction algorithms work to obtaid(7") and¥ (H).

Vn—k4 Ai—Vn_kt
n—k+1] Ai B4l

e e e e e ;_E: ..... ;_::
""" RS e e o o o of|1]2 e e e ef1]2]
""" 1]2 ] e o o o o|2]3 e o o o o|2]3
T e 2|3 (+1) Step12 .« « [1[1[302 Step34 . . [I]i[3]4 (T
R B B k1 ' <[2]2]4]5 ' <[2]2]4]5 =2(T)
2|2 4|5 1315 1{3]5
113f4)5 =k 34 34
1314 4[5 | [4]5]
[415] - -

AV AN

JAVAVAVAVANY
7/&jﬁ¥}ﬂx}0¥yﬁgy%@)o% 0
I =1 =1 =1 =1 =1 =1 I 0 0
! n—k=6 !

H R(i, j, k:n)

4 Remarks and further works

In sections 2 and 3, we gave combinatorial proofs of variedsiction formulae in terms of tableaux or
hives in case by case ways. Each proof has its unique nature, — 2 (or r = 2) case is not obtained
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by applyingr = n — 1 (orr = 1) case twice (respectively). Key lemmas (Lemma 2.1, 2.4,21, 3.2
and 3.5) explain their own characteristics well.

We believe that there must be a general (reduction) theoreichvexplains all reduction formulae we
covered in this paper as special cases. We, therefore, tiéiconjugate version of KTT theorem when
r =1,2,n — 2 can also be obtained in a natural way.

Reduction formulae for structure constants of various aotlogy (equivariant cohomology, K-theory,
quantum cohomology) on various types of Schubert varietgtrbe an interesting subject to consider.
Combinatorial proofs of those formulae in terms of many ntigeknown combinatorial objects and re-
currence relations for structure constants are among teneists, also.
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