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Reduction formulae from the factorization
Theorem of Littlewood-Richardson
polynomials by King, Tollu and Toumazet†

Soojin Cho1‡ and Eun-Kyoung Jung1 and Dongho Moon2§

1 Department of Mathematics, Ajou University, Suwon 443-749, Korea
2 Department of Applied Mathematics, Sejong University, Seoul 143-747, Korea

Abstract. The factorization theorem by King, Tollu and Toumazet givesfour different reduction formulae of Littlewood-
Richardson coefficients. One of them is the classical reduction formula of the first type while others are new. More-
over, the classical reduction formula of the second type is not a special case of KTT theorem. We give combinatorial
proofs of reduction formulae in terms of tableaux or hives. The proofs for the casesr = 1, 2, n − 2 in terms of
tableaux and the proof for the classical reduction formula of the second type in terms of hives are new.

Résuḿe.Le Théorème de factorisation par King, Tollu, et Toumazetdonne quatre formules différentes de réduction
des coefficients de Littlewood-Richardson. L’une d’entre eux est la formule classique de réduction du premier type
alors que les trois autres sont nouvelles. De plus, la formule classique de réduction du deuxième type n’est pas un
cas spécial du KTT théorème. Nous donnons preuves combinatoires des formules de réduction en termes de tableaux
ou hives. Les preuves pour les casr = 1, 2, n − 2 en termes de tableaux et la preuve pour la formule classique de
réduction du deuxieme type en termes dehivessont nouvelles.

Keywords: Reduction formulae; KTT factorization theorem; Littlewood-Richardson coefficients.

0 Introduction
Littlewood-Richardson coefficientscν

λµ are important in many fields of mathematics. They count the
number of column strict (skew) tableaux on the shapeν/λ of contentµ that satisfy a certain condition on
a word derived from the tableau, which we call aLittlewood-Richardson tableau. They explain the rule
of multiplication of two Schur functions;sλ · sµ =

∑
ν cν

λµsν , and the tensor product of two irreducible
polynomial representations ofGLn(C); V (λ)⊗V (µ) =

⊕
ν cν

λµ V (ν) . They also appear in the Schubert
calculus of Grassmannians;σλ · σµ =

∑
ν cν

λµσν , whereσλ is the Schubert class in the cohomology ring
of a Grassmannian, indexed by the partitionλ.
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For given partitionsλ, µ andν, astretched Littlewood-Richardson coefficientwith a stretched parameter
t, wheret is a positive integer, is defined to be the Littlewood-Richardson coefficientctν

tλ tµ. It was
conjectured by R. King, C. Tollu and F. Toumazet (5) that there exists a polynomialP ν

λµ(t) with non-
negative rational coefficients such thatP ν

λµ(0) = 1 andP ν
λµ(t) = ctν

tλ tµ for all positive integerst. The
polynomiality of ctν

tλ tµ has been proved in (2; 10). The corresponding polynomialP ν
λµ(t) is called a

Littlewood-Richardson polynomial.
Inspired by the Saturation Theorem by A. Knutson and T. Tao (8) and the properties of puzzles that

serve as a model of Littlewood-Richardson coefficients introduced by Knutson et al. (9), King, Tollu and
Toumazet made a conjecture on the factorization of Littlewood-Richardson polynomials and it has been
proved by themselves (7): In this article we call thisKTT theoremfor short.

Roughly speaking, the factorization theorem states that ifcν
λµ > 0 and any one of Horn’s inequalities

is an equality, thencν
λµ can be written as a product of two Littlewood-Richardson coefficients indexed by

certain subpartitions ofλ, µ, ν, respectively, and hence the corresponding Littlewood-Richardson polyno-
mial P ν

λµ(t) factorizes also.
One may observe that if the given index sets in the theorem have cardinality1, 2, (n − 1) or (n − 2),

then KTT theorem gives a reduction formula of Littlewood-Richardson coefficients since there exists a
unique Littlewood-Richardson tableau, if there is, when the length of partitions are at most2. We only
focus on this aspect of the theorem and observe that it is the classical reduction formula (see (4)) of the
first type when the size of index sets are all(n − 1), while it gives new types of reductions when the size
of index sets are all1, 2 or (n − 2). The classical reduction formula of the second type is not a special
case of KTT theorem though.

Our main concern is on combinatorial proofs of reduction formulae of Littlewood-Richardson coeffi-
cients. The proof of the factorization theorem in (7) gives combinatorial proof for reduction formulae in
terms of hives, and we give proofs in terms of tableaux in thisarticle. For the classical reduction formula
of the second type, we introduce a combinatorial proof basedon hives also since this is not a special case
of KTT theorem.

1 KTT Theorem and its special cases
A partition λ = (λ1, λ2, . . . ) is a nonincreasing sequence of nonnegative integers with finite number
of positive numbers. Thesizeof λ is |λ| =

∑
i λi and thelengthof λ, ℓ(λ), is the number of positive

numbers inλ. TheYoung diagramof a partitionλ is a left-justified array of boxes withλi boxes in its
ith row. For a partitionλ, λ̃ is theconjugateof λ, whose diagram is obtained by interchanging rows and
columns ofλ. For two partitionsλ = (λ1, λ2...), ν = (ν1, ν2, ...), we writeλ ⊆ ν, if λi ≤ νi for all
i. For partitionsλ, ν with λ ⊆ ν, theskew diagramof shapeν/λ is the diagram consisting of boxes of
ν which are not the boxes ofλ. A skew tableauof shapeν/λ with contentµ = (µ1, µ2, ...) is a filling
of boxes of a skew diagramν/λ with µi i’s, where entries are weakly increasing in rows and strictly
increasing in columns. Thereverse row wordof a skew tableauT , denoted byw(T ), is the word obtained
by reading the entries ofT from right to left and top to bottom. A wordw = x1 · · ·xr is called alattice
word if, for anys ≤ r andi, x1 · · ·xs contains at least as manyi’s as it contains(i+1)’s. A skew tableau
T is aLittlewood-Richardson skew tableau(LR-tableau) if its reverse row wordw(T ) is a lattice word.

Definition 1.1. Given three partitionsλ, µ andν, the Littlewood-Richardson coefficient(LR-coefficient)
cν
λ,µ is the number of LR-tableaux on the shapeν/λ of contentµ.
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When n is a positive integer, we let[n] = {1, . . . , n}. Let r ≤ n be a pair of positive integers,
I = {i1, i2, . . . , ir}, i1 < i2 < · · · < ir, be anr-subset of[n], andλ be a partition withℓ(λ) ≤ n. Then,
we defineπ(I) = (ir−r, ir−1−(r−1), . . . , i1−1) as a partition associated toI andλI = (λi1 , . . . , λir

)
as a subpartition ofλ. Denoted byIc, we mean the complement ofI in [n], i.e. Ic = [n] − I.

Definition 1.2. For a pair of two positive integersr ≤ n, define a set of triples ofr-subsets of[n] as
follows: Rn

r = {(I, J, K) | I, J, K arer-subsets of[n], c
π(K)
π(I)π(J) = 1} .

Now we state a KTT theorem on the factorization of LR-coefficients and hence of LR-polynomials.

Theorem 1.3(KTT factorization Theorem (7)). Let λ, µ andν be partitions of lengths at mostn with
cν
λµ > 0. Suppose that there exists(I, J, K) ∈ Rn

r with r < n, which satisfies the equality
∑

k∈K νk =∑
i∈I λi +

∑
j∈J µj . Then,cν

λµ = cνK

λIµJ
cνKc

λIcµJc
, and hence P ν

λµ(t) = P νK

λIµJ
(t)P νKc

λIc µJc
(t) .

An n-hiveis a graph of equilateral triangular shape with labeled edges as shown in Fig. 1. For partitions
λ, µ andν of lengths at mostn, anLR-hive of type(λ, µ, ν) is ann-hive with nonnegative integer (edge)
labels and the boundary labels are determined byλ, µ, ν as shown in Fig. 2, satisfying the following
condition; for each rhombus in Fig. 3,α ≥ γ, β ≥ δ, and in each triangle the sum of two values on
oblique sides is same as the value on the horizontal side.

a11 a21 a31 a41

a12 a22 a32

a13 a23

a14

b11 b12 b13 b14

b21 b22 b23

b31 b32

b41

c14 c23 c32 c41

c13 c22 c31

c12 c21

c11

Fig. 1: 4-hive

ν1 ν2 ν3 ν4

λ1

λ2

λ3

λ4 µ1

µ2

µ3

µ4

Fig. 2

α

β

γ

δ

δ α

βγ
α

β

γ

δ

Fig. 3

Proposition 1.4. For partitionsλ, µ andν, cν
λµ = the number of LR-hives of typeλ, µ, ν .

A puzzleis an equilateral triangular diagram consisting of three elementary pieces as shown below,
where all matching edges must have the same type, thick or thin:

.

Puzzles have been introduced by A. Knutson et al. (9) and theyalso give LR-coefficients when the
boundary of puzzles are fixed by given partitions. For KTT theorem, we only need the fact that if
(I, J, K) ∈ Rn

r then there is a unique puzzle (on the shape ofn-hive), called ahive planwith boundaries
determined byI, J, andK: I, J, K determines the northwest, northeast, south boundary respectively, and
the elements ofI, J, K are corresponding to thick edges.

The following example explains the original idea of KTT theorem: By cutting out the shaded regions
and gluing opposite edges of each rhombus, we obtain two new hive plans determined by triangles with
thick or thin edges respectively. Moreover the product of numbers of hives of each hive plan gives the
number of hives of the original plan.

Example 1.5. Let n = 9, I = {1, 2, 3, 5, 6, 8, 9}, J = {1, 2, 3, 4, 6, 8, 9} andK = {2, 3, 4, 6, 7, 8, 9}.
Then,(I, J, K) ∈ R9

7 and this makes a unique puzzle (hive plan) and the number of LR-hives on the
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original hive plan is the product of the numbers of LR-hives on the other two shapes where the boundary
conditions for two small LR-hives are induced from the original one:

ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 ν9

µ1

µ2

µ3

µ4

µ5

µ6

µ7

µ8

µ9λ1

λ2

λ3

λ4

λ5

λ6

λ7

λ8

λ9

−→

ν2 ν3 ν4 ν6 ν7 ν8 ν9

µ1

µ2

µ3

µ4

µ6

µ8

µ9λ1

λ2

λ3

λ5

λ6

λ8

λ9

λ4

λ7 µ5

µ7

ν1 ν5

An immediate observation is ifλ, µ, ν are partitions whose lengths are at most2, thencν
λ,µ = 1 when it

is non-zero. Hence, in Theorem 1.3, ifr ≤ 2 or r ≥ n − 2, thencνK

λIµJ
= 1 or cνKc

λIc µJc
= 1, respectively.

Therefore, some special cases of Theorem 1.3 give us reduction formulae of LR-coefficients.
In the following proposition, we describe the conditions for (I, J, K) to be inRn

1 or Rn
2 , while the

proof can be easily done directly from the definition ofRn
r . It is stated in (3) as well.

Proposition 1.6. Letn be a positive integer. Then,

(a) ({i}, {j}, {k}) ∈ Rn
1 if and only ifi + j = k + 1.

(b) ({i1, i2}, {j1, j2}, {k1, k2}) ∈ Rn
2 if and only if i1 + i2 + j1 + j2 = k1 + k2 + 3 andi1 + j1 ≤

k1 + 1 , i1 + j2 ≤ k2 + 1 , i2 + j1 ≤ k2 + 1 .

Four casesr = 1, 2, n − 1, n − 2 make a complete list of what give reduction formula from KTT
theorem and we state them separately in combinatorial ways.

Theorem 1.7. Letλ, µ andν be partitions withℓ(λ), ℓ(µ), ℓ(ν) ≤ n andcν
λµ > 0.

(KTT theorem when r = 1) Suppose there are1 ≤ i, j, k ≤ n such thati+ j = k +1 andνk = λi +µj .
Then,cν

λ,µ = cνKc

λIc , µJc
andP ν

λ,µ(t) = P νKc

λIc , µJc
(t) whereI = {i1}, J = {j1}, K = {k1}.

(KTT theorem when r = 2) Suppose there are three subsetsI = {i1, i2}, J = {j1, j2}, K = {k1, k2} of
[n], which satisfy the conditions given in Proposition 1.6 (b) andνk1

+νk2
= λi1 +λi2 +µj1 +µj2 .

Then,cν
λ,µ = cνKc

λIc , µJc
andP ν

λ,µ(t) = P νKc

λIc , µJc
(t) .

Finding explicit conditions for(I, J, K) to be in Rn
r is not a trivial work in general. For explicit

statements of KTT theorem whenr = n−1 andr = n−2, we define another class of triples ofr-subsets
and find the relation to the classesRn

r . Forr ≤ n and anr-subsetI = {i1, . . . , ir}, i1 < · · · < ir, of [n],
we define a partitionσ(I) = (n − r + 1 − i1, n − r + 2 − i2, . . . , n − ir).

Definition 1.8. For a pair of two positive integersr ≤ n, define a set of triples ofr-subsets of[n] as
follows: Cn

r = {(I, J, K) | I, J, K arer-subsets of[n], c
σ(K)
σ(I),σ(J) = 1} .
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We write explicit conditions for a triple to be contained inCn
r whenr = 1, 2. The first part of the

following proposition is immediate from the definition while the second part can be obtained by applying
Proposition 1.6 (b) toσ(I), σ(J) andσ(K).

Proposition 1.9. Letn be a positive integer. Then,

(a) ({i}, {j}, {k}) ∈ Cn
1 if and only ifi + j = k + n.

(b) ({i1, i2}, {j1, j2}, {k1, k2}) ∈ Cn
2 if and only if i1 + i2 + j1 + j2 = k1 + k2 + 2n − 1 and

k2 + n ≤ i2 + j2 , k1 + n ≤ i2 + j1 , k1 + n ≤ i1 + j2.

The following proposition enables us to understand the triples inCn
r in terms of triples inRn

n−r.

Proposition 1.10. For r-subsetsI, J, K ⊆ [n], (I, J, K) ∈ Cn
r if and only if (Ic, Jc, Kc) ∈ Rn

n−r .

Proof: It is well known thatcν
λ,µ = cν̃

λ̃,µ̃
, whereλ̃ is the conjugate ofλ. Hence,(I, J, K) ∈ Cn

r if and

only if c
σ̃(K)

gσ(I),σ̃(J)
= 1, and for anr-subsetI = {i1, i2, . . . , ir}, i1 < i2 < · · · < ir, of [n],

σ̃(I) = (r, . . . , r︸ ︷︷ ︸
n−ir

, r − 1, . . . , r − 1︸ ︷︷ ︸
ir−ir−1−1

, . . . , 1, . . . , 1︸ ︷︷ ︸
i2−i1−1

, 0, . . . , 0︸ ︷︷ ︸
i1−1

) .

Moreover, it is not hard to see thatπ(Ic) = σ̃(I). This completes the proof.

We can state KTT theorem forr = n−1, n−2 cases in combinatorial ways due to Proposition 1.9 and
1.10. KTT theorem for the caser = n − 1 gives the classical reduction formula of the first type givenin
(4) whose combinatorial proof using LR-tableaux is given in(1).

Theorem 1.11. Letλ, µ andν be partitions withℓ(λ), ℓ(µ), ℓ(ν) ≤ n andcν
λµ > 0.

(KTT theorem when r = n − 1) Suppose there are1 ≤ i, j, k ≤ n such thati+j = k+n andλi +µj =
νk. Then,cν

λµ = cνKc

λIc µJc
, P ν

λ,µ(t) = P νKc

λIc , µJc
(t) whereI = {i}, J = {j} andK = {k}.

(KTT theorem when r = n − 2) Suppose there are three subsetsI = {i1, i2}, J = {j1, j2}, K =
{k1, k2} of [n] which satisfy conditions in Proposition 1.9 (b) andνk1

+νk2
= λi1 +λi2 +µj1 +µj2 .

Then,cν
λ,µ = cνKc

λIc , µJc
andP ν

λ,µ(t) = P νKc

λIc , µJc
(t).

2 Reduction formulae and their combinatorial proofs
In this section, we give combinatorial proofs of Theorem 1.7and 1.11 by constructing bijections between
two sets of LR-tableaux of corresponding shapes and contents. The rigorous proofs require long and
complicated work, and we only give main ideas and algorithms. The proofs forr = 1, 2, n − 2 cases are
new, while the proof for ther = n − 1 case is given in (1).

For partitionsλ, µ, ν, we let LRν
λ,µ be the set of LR-tableaux of shapeν/λ and contentµ. In the

following subsections, for subsetsI, J, K satisfying conditions in Theorem 1.7 or 1.11,Φ : LRν
λ,µ →

LRνKc

λIc ,µJc
is a bijection defined for the combinatorial proofs andT is an LR-tableau of corresponding

shapeν/λ and contentµ. For a skew tableauT with n rows and integers1 ≤ h, ℓ ≤ n, we letnh
T (ℓ) be

the number ofℓ’s in thehth row ofT .
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2.1 r = n − 1: The first classical reduction formula

Throughout this section, we assume thati+j = k+n, λi +µj = νk. Detailed proof of this case appeared
in (1). The main lemma that allows Definition 2.2 valid is the following:

Lemma 2.1. For eachk ≤ ℓ ≤ j,
∑ℓ+n−j

h=ℓ n
h
T (ℓ) = µj .

Definition 2.2. The reduced LR-tableauΦ(T ) is obtained by applying the following algorithm:

Step 1: Empty allµj boxes containingk in (n − j + 1) consecutive rows from thekth row to the
ith row.

Step 2: for ℓ = k + 1 to j do
Replace allµj ℓ’s in (n − j + 1) consecutive rows from theℓth row with (ℓ − 1)’s.

end for
Step 3: for ℓ = j + 1 to n do

Replaceℓ’s with (ℓ − 1)’s.
end for

Step 4: Slide the empty boxes down to theith row or to the end of the column whichever occurs
first.

Step 5: Remove the empty boxes which are in theith row or at the end of columns.

Example 2.3. We letλ = (5, 4, 4, 3, 3, 2, 1, 0), µ = (5, 5, 5, 4, 4, 1, 0, 0) andν = (8, 8, 6, 6, 5, 5, 4, 4).
We haven = 8 andi = 6, j = 5, k = 3, thenλ6 + µ5 = ν3.

T =

1 1 1

1 2 2 2

3 3

1 4 4

2 5

3 3 6

2 4 4

3 5 5 5

λi µj

k

i

99K

1 1 1

1 2 2 2

1 3 3

2 4

5

2 3 3

3 4 4 4

99K

1 1 1

1 2 2 2

3 3

1 4

2 5

2 3 3

3 4 4 4

99K

1 1 1

1 2 2 2

3 3

1 4

2 5

2 3 3

3 4 4 4

= Φ(T )

2.2 r = n − 2

Throughout this section, we assumei1 + i2 + j1 + j2 = k1 + k2 + 2n− 1, k2 + n ≤ i2 + j2 , k1 + n ≤
i2 + j1 , k1 + n ≤ i1 + j2 andλi1 + λi2 + µj1 + µj2 = νk1

+ νk2
. Let a = i1 − k1, b = i2 − k2,

α = n − 1 − j1, andβ = n − j2. The main lemma that allows Definition 2.7 valid is the following:

Lemma 2.4. For k2 ≤ ℓ ≤ j2,
∑ℓ+β

h=ℓ n
h
T (ℓ) = µj2 . For k2 + b−α− 1 ≤ ℓ ≤ j1,

∑ℓ+α+1
h=ℓ n

h
T (ℓ) = µj1 .

For k1 ≤ ℓ ≤ k2 + b − α − 1,
∑ℓ+a

h=ℓ n
h
T (ℓ) = νk1

− λi1 .

Definition 2.5. Let S(T ) be the set of boxes satisfying one of the following conditions:

(S1) Boxes which containk1 and are in(a + 1) consecutive rows from thek1th row to thei1th row.
(S2) Boxes which contain(k2 + b−α− 1) and are in(b− β + 1) consecutive rows from the(k2 + β)th

row to thei2th row.
(S3) Boxes which containk2 and are in(β + 1) consecutive rows from thek2th row to the(k2 + β)th

row.
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Definition 2.6. DefinehT to be a filling ofν/λ−S(T ) with integers0,−1,−2 so thathT (p, q) is empty
if (p, q)-box ofT is in S(T ). In other cases,

hT (p, q) =





−1 if k1 + 1 ≤ T (p, q) ≤ k2 + b − α − 1 andp ≤ T (p, q) + a,

−1 if k2 + b − α ≤ T (p, q) ≤ k2 − 1 andp ≤ T (p, q) + α + 1,

−2 if k2 + 1 ≤ T (p, q) ≤ j1 + 1 andp ≤ T (p, q) + β,

−1 if k2 ≤ T (p, q) ≤ j1 andT (p, q) + β < p ≤ T (p, q) + α + 1,

−1 if max{j1 + 2, k2 + 1} ≤ T (p, q) ≤ j2 andp ≤ T (p, q) + β,

0 otherwise.

Definition 2.7. The reduced LR-tableauΦ(T ) is obtained by applying the following algorithm:

Step 1: Empty all boxes inS(T ).
Step 2: Add hT (p, q) to the(p, q)-box which is not empty.
Step 3: for ℓ = (j1 + 1) to (j2 − 1) do

Replace allℓ’s with (ℓ − 1)’s.
end for

Step 4: for ℓ = (j2 + 1) to n do
Replace allℓ’s with (ℓ − 2)’s.

end for
Step 5: Slide empty boxes of (S2) or (S3) in Definition 2.5 down to thei2th row or to the end of the

column whichever occurs first. Also slide empty boxes of (S1)down to thei1th row or to
the end of the column whichever occurs first.

Step 6: Remove all the empty boxes which are in thei1th row,i2th rows and at the end of columns.

Example 2.8. Let n = 14. We are given partitionsλ = (12, 12, 11, 10, 10, 10, 9, 9, 7, 5, 4, 3, 1, 0), µ =
(9, 8, 7, 6, 6, 5, 5, 5, 5, 3, 3, 1, 1, 1) andν = (15, 14, 14, 13, 13, 13, 13, 13, 11, 11, 10, 10, 9, 9). We have
i1 = 6, i2 = 8, k1 = 2, k2 = 5, j1 = 9, j2 = 11 so thatλ6 + λ8 + µ9 + µ11 = 27 = ν2 + ν5.

T =

1 1 1

2 2

1 3 3

1 2 4

2 3 5

3 4 6

2 4 5 7

3 5 6 8

4 4 6 9

1 5 5 7 7 10

2 6 6 8 8 11

1 3 7 7 9 9 12

1 2 4 8 8 10 10 13

1 2 3 5 9 9 11 11 14

, hT =

0 0 0

0 −1−1

0 −1

−1

−1−1−2

0 −1 −2

−2−2

−1−1−2−2

0 −1−1−2−2−2

0 −1−1−2−2−1

0 0 −1−1−2−2 0

0 0 0 −1−1−2−2 0

0 0 0 0 −1−1−1−1 0

, T + hT =

1 1 1

1 2 2

1 3

2

2 3 4

2 3 5

4 6

3 3 4 7

1 4 4 5 5 8

2 5 5 6 6 10

1 3 6 6 7 7 12

1 2 4 7 7 8 8 13

1 2 3 5 8 8 10 10 14

Step 3,4
7−−−−−→

1 1 1

1 2 2

1 3

2

2 3 4

2 3 5

4 6

3 3 4 7

1 4 4 5 5 8

2 5 5 6 6 9

1 3 6 6 7 7 10

1 2 4 7 7 8 8 11

1 2 3 5 8 8 9 9 12

Step 5
7−−−→

1 1 1

2 2

1 3

1 2 4

2 3 5

2 3 4 6

3 3 4 7

1 4 4 5 5 8

2 5 5 6 6 9

1 3 6 6 7 7 10

1 2 4 7 7 8 8 11

1 2 3 5 8 8 9 9 12

Step 6
7−−−→

1 1 1

2 2

1 3

1 2 4

2 3 5

2 3 4 6

3 3 4 7

1 4 4 5 5 8

2 5 5 6 6 9

1 3 6 6 7 7 10

1 2 4 7 7 8 8 11

1 2 3 5 8 8 9 9 12
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2.3 r = 1

Throughout this section, we assume thati + j = k + 1, λi + µj = νk. The following is a key lemma that
allows Definition 2.10 is valid.

Lemma 2.9. For j + 1 ≤ ℓ ≤ k,
∑k

h=ℓ n
h
T (ℓ) =

∑k−1
h=ℓ−1 n

h
T (ℓ − 1). Also

∑k

h=j n
k
T (h) = µj .

Definition 2.10. The reduced LR-tableauΦ(T ) is obtained by applying the following algorithm:

Step 1: for ℓ = k downto j + 1 do
Empty all boxes containingℓ in kth row.
Replace all (ℓ−1)’s in (k− ℓ+1) consecutive rows from the (ℓ−1)st row to the (k−1)st
row with ℓ’s.

end for
Step 2: Empty all boxes containingj in thekth row.
Step 3: for ℓ = j + 1 to n do

Replace allℓ’s with (ℓ − 1)’s.
end for

Step 4: Slide each box at(p, q)-position,1 ≤ p ≤ k − 1, λi + 1 ≤ q, one step down to remove all
empty boxes.

Example 2.11. Let n = 6 andλ = (5, 5, 3, 2, 2, 0), µ = (8, 7, 5, 5, 4, 1), ν = (11, 9, 8, 8, 8, 3). We have
i = 3, j = 3, k = 5, andλ3 + µ3 = ν5 = 8.

T =

1 1 1 1 1 1

2 2 2 2

2 2 3 3 3

1 3 3 4 4 4

2 4 4 5 5 5

1 5 6

λi µj

i

k

7−−→

1 1 1 1 1 1

2 2 2 2

2 2 3 3 3

1 3 3 5 5 5

2 4 4

1 5 6

4

4

4

Step 1,2
7−−−−−→

1 1 1 1 1 1

2 2 2 2

2 2 4 4 4

1 4 4 5 5 5

2

1 5 6

Step 3
7−−−→

1 1 1 1 1 1

2 2 2 2

2 2 3 3 3

1 3 3 4 4 4

2

1 4 5

Step 4
7−−−→

1 1 1 1 1 1

2 2 2 2

1 2 2 3 3 3

2 3 3 4 4 4

1 4 5

= Φ(T )

2.4 r = 2

Throughout this section, we assume thati1+i2+j1+j2 = k1+k2+3, i1+j1 ≤ k1 +1, i1+j2 ≤ k2+1,
i2+j1 ≤ k2+1, λi1+λi2+µj1+µj2 = νk1

+νk2
. The following is a key lemma that allows Definition 2.13

is valid.

Lemma 2.12. (a) For ℓ = j1 + 1, . . . , k1,
∑k1

h=ℓ n
h
T (ℓ) =

∑k1−1
h=ℓ−1 n

h
T (ℓ − 1).

(b) For ℓ = j1 + 1, . . . , j2 − 1,
∑k2

h=k2−j2+1+ℓ n
h
T (ℓ) =

∑k2−1
h=k2−j2+ℓ n

h
T (ℓ − 1).

(c) For ℓ = j2 + 1, . . . , k2,
∑k2

h=ℓ n
h
T (ℓ) =

∑k2−1
h=ℓ−1 n

h
T (ℓ − 1).

(d)
∑k1

h=j1
n

k1

T (h) = νk1
− λi1 and

∑k2

h=j1
n

k2

T (h) = νk2
− λi2 .
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(e)
∑k1

h=j1
n

h
T (j1) +

∑k2

h=k2−j2+j1+1 n
h
T (j1) = µj1 and

∑k2

h=j2
n

h
T (j2) = µj2 .

Definition 2.13. The reduced LR-tableauΦ(T ) is obtained by applying the following algorithm:

Step 1: for ℓ = k1 downto j1 + 1 do
Empty all boxes containingℓ in k1th row.
Replace all (ℓ−1)’s in (k1−ℓ+1) consecutive rows from the (ℓ−1)st row to the (k1−1)st
row with ℓ’s.

end for
Step 2: Empty all boxes containingj1 in k1th row.
Step 3: for ℓ = j2 − 1 downto j1 + 1 do

Empty all boxes containingℓ in k2th row.
Replace all (ℓ − 1)’s in (j2 − ℓ) consecutive rows from the (k2 − j2 + ℓ)th row to the
(k2 − 1)st row withℓ’s.

end for
Step 4: Empty all boxes containingj1 in k2th row.
Step 5: for ℓ = k2 downto j2 + 1 do

Empty all boxes containingℓ in k2th row.
Replace all (ℓ−1)’s in (k2−ℓ+1) consecutive rows from the (ℓ−1)st row to the (k2−1)st
row with ℓ − 1’s.

end for
Step 6: Empty all boxes containingj2 in k2th row.
Step 7: for ℓ = j1 + 1 to j2 do

Replace allℓ’s with (ℓ − 1)’s.
end for

Step 8: for ℓ = j2 + 1 to n do
Replace allℓ’s with (ℓ − 2)’s.

end for
Step 9: Slide each box at(p, q)-position for1 ≤ p ≤ k1−1, λi1 +1 ≤ q or fork1+1 ≤ p ≤ k2−1,

λi2 + 1 ≤ q down to remove all empty boxes.

Example 2.14. Let n = 10. Considerλ = (8, 7, 6, 5, 4, 2, 2, 2, 1, 0), µ = (11, 6, 6, 5, 3, 3, 3, 3, 3, 2) and
ν = (13, 11, 10, 10, 10, 6, 6, 6, 6, 4). We havei1 = 4, i2 = 6, j1 = 2, j2 = 5, k1 = 5, k2 = 9 and
λ4 + λ6 + µ2 + µ5 = ν5 + ν9 = 16.

T =

1 1 1 1 1

1 2 2 2

2 3 3 3

2 3 4 4 4

1 3 4 5 5 5

1 1 6 6

2 6 7 7

3 7 8 8

1 4 8 9 9

1 9 10 10

7−→

1 1 1 1 1

1 2 2 2

2 3 3 3

2 3 5 5 5

1 3 4

1 1 6 6

2 6 7 7

3 7 8 8

1 4 8 9 9

1 9 10 10

Step 1,2
7−−−−−→

1 1 1 1 1

1 3 3 3

3 4 4 4

3 4 5 5 5

1

1 1 6 6

2 6 7 7

3 7 8 8

1 4 8 9 9

1 9 10 10
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Step 3,4
7−−−−−→

1 1 1 1 1

1 3 3 3

3 4 4 4

3 4 5 5 5

1

1 1 6 6

3 6 7 7

4 7 8 8

1 8 9 9

1 9 10 10

7−→

1 1 1 1 1

1 3 3 3

3 4 4 4

3 4 5 5 5

1

1 1 7 7

3 7 8 8

4 8 9 9

1

1 9 10 10

Step 5,6
7−−−−−→

1 1 1 1 1

1 3 3 3

3 4 4 4

3 4 5 5 5

1

1 1 7 7

3 7 8 8

4 8 9 9

1

1 9 10 10

Step 7,8
7−−−−−→

1 1 1 1 1

1 2 2 2

2 3 3 3

2 3 4 4 4

1

1 1 5 5

2 5 6 6

3 6 7 7

1

1 7 8 8

Step 9
7−−−→

1 1 1 1 1

1 2 2 2

2 3 3 3

1 2 3 4 4 4

1 1 5 5

2 5 6 6

1 3 6 7 7

1 7 8 8

= Φ(T )

3 Another reduction formula
The classical reduction formula of the second type, that canbe understood as the conjugate (of LR-
tableaux) version of the first type (i.e.,r = n − 1 case of KTT theorem) is not a special case of KTT
theorem in a direct way. We give combinatorial proofs of thisformula in terms of tableaux and hives.

For a partitionλ of lengthn and an integeri ≤ n, we letλ ⊖ i = (λ1 − 1, . . . , λi − 1, λi+1, . . . , λn).

Theorem 3.1(The second classical reduction formula(4)). Let λ, µ and ν be partitions with|ν| =
|λ| + |µ| and ℓ(λ), ℓ(µ), ℓ(ν) ≤ n. Suppose that there are indicesi, j, k such thati + j + k = n and
λi + µj ≥ ν1 + νn−k+1 + 1. We also assume thatλi+1 < λi, µj+1 < µj andνn−k+1 < νn−k. Then

cν
λ,µ = c

ν⊖(n−k)
λ⊖i,µ⊖j .

Throughout this section we assume thatn, i, j, k andλ, µ, ν satisfy the given conditions in Theorem 3.1,
andT is an LR-tableau of shapeν/λ and contentµ. Definition 3.3 gives a bijectionΦ : LRν

λ,µ →

LR
ν⊖(n−k)
λ⊖i,µ⊖j and the following is an essential lemma for the well-definedness ofΦ.

Lemma 3.2. For eachℓ = 1, 2, . . . , j, there is anh with νn−k+1 +1 ≤ h ≤ λi such thatℓ = T (i+ ℓ, h).

Note thath in the above lemma is not unique. However,Φ(T ) is well-defined in the following defini-
tion.

Definition 3.3. Φ(T ) is obtained by applying the following algorithm:

Step 1: for ℓ = 1 to j do
Empty a box in the(i + ℓ)th row and between the(νn−k+1 + 1)st column and theλith
column ofT which is containing anℓ.

end for
Step 2: Slide the empty boxes right to reach the end of the row.
Step 3: for ℓ = 1 to i do

Move every box in theℓth row to one box left.
end for

Step 4: Remove the empty boxes.
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To define a bijectionΨ between two sets of LR-hives of corresponding types, we firstdefine ann-hive
R(i, j, k; n) whose edges are labeled by0,−1’s.

Definition 3.4. When the edges�st, �st and−st correspond, respectively, to the edgesbst, cst andast

of Fig. 1 in Section 1,R(i, j, k; n) is defined as follows:

R�st =

{
−1 if 1 ≤ s ≤ i, 1 ≤ t ≤ n − k − s + 1,

0 otherwise.

R�st =

{
−1 if 1 ≤ s ≤ j, 1 ≤ t ≤ n − i − s + 1,

0 otherwise.

R−st =

{
−1 if either1 ≤ t ≤ i, 1 ≤ s ≤ n − k − t + 1 or 1 ≤ s ≤ j,

0 otherwise.

Each edge label of thesum of twon-hivesis defined as the sum of corresponding edge labels.

Lemma 3.5(and definition of Ψ). For an LR-hiveH of type(λ, µ, ν), Ψ(H) = H + R(i, j, k; n) is an
LR-hive of type(λ ⊖ i, µ ⊖ j, ν ⊖ (n − k)), andΨ is a bijection.

Example 3.6. Let n = 8, i = 2, j = 4, k = 2, andλ = (7, 6, 5, 3, 1, 0, 0, 0), µ = (6, 5, 5, 5, 3, 0, 0, 0)
andν = (8, 8, 8, 8, 6, 4, 2, 2). Then we haveλ2 + µ4 = 11 = ν1 + ν7 + 1. The followings show how our
reduction algorithms work to obtainΦ(T ) andΨ(H).

T =

1

1 2

1 2 3

1 1 2 3 4

2 2 3 4 5

1 3 4 5

3 4

4 5

νn−k+1 λi−νn−k+1

(i + 1)

(n − k)

Step 1,2
7−−−−−→

1

1 2

2 3

1 1 3 4

2 2 4 5

1 3 5

3 4

4 5

Step 3,4
7−−−−−→

1

1 2

2 3

1 1 3 4

2 2 4 5

1 3 5

3 4

4 5

= Φ(T )

8 8 8 8 6 4 2 2

8 8 8 6 5 2 2

8 8 6 5 4 2

8 6 5 5 4

6 6 5 5

6 5 5

6 5

6

7 7 7 7 5 4 2 2

6 6 6 4 3 2 2

5 5 3 2 2 2

3 1 1 1 1

1 1 0 0

0 0 0

0 0

0

1 1 1 1 1 0 0 0

2 2 2 2 2 0 0

3 3 3 3 2 0

5 5 4 4 3

5 5 5 5

6 5 5

6 5

6

H

−1 −1 −1 −1 −1 −1 0 0

−1 −1 −1 −1 −1 0 0

−1 −1 −1 −1 0 0

−1 −1 −1 −1 0

−1 −1 −1 −1

−1 −1 −1

−1 −1

−1

−1 −1 −1 −1 −1 −1 0 0

−1 −1 −1 −1 −1 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0

0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0

−1 −1 −1 −1 0 0

−1 −1 −1 −1 0

−1 −1 −1 −1

−1 −1 −1

−1 −1

−1

i = 2

n − k = 6

j = 4

R(i, j, k; n)

7 7 7 7 5 3 2 2

7 7 7 5 4 2 2

7 7 5 4 4 2

7 5 4 4 4

5 5 4 4

5 4 4

5 4

5

6 6 6 6 4 3 2 2

5 5 5 3 2 2 2

5 5 3 2 2 2

3 1 1 1 1

1 1 0 0

0 0 0

0 0

0

1 1 1 1 1 0 0 0

2 2 2 2 2 0 0

2 2 2 2 2 0

4 4 3 3 3

4 4 4 4

5 4 4

5 4

5

Ψ(H)

4 Remarks and further works
In sections 2 and 3, we gave combinatorial proofs of various reduction formulae in terms of tableaux or
hives in case by case ways. Each proof has its unique nature;r = n − 2 (or r = 2) case is not obtained
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by applyingr = n − 1 (or r = 1) case twice (respectively). Key lemmas (Lemma 2.1, 2.4, 2.9, 2.12, 3.2
and 3.5) explain their own characteristics well.

We believe that there must be a general (reduction) theorem which explains all reduction formulae we
covered in this paper as special cases. We, therefore, thinkthat conjugate version of KTT theorem when
r = 1, 2, n − 2 can also be obtained in a natural way.

Reduction formulae for structure constants of various cohomology (equivariant cohomology, K-theory,
quantum cohomology) on various types of Schubert variety must be an interesting subject to consider.
Combinatorial proofs of those formulae in terms of many recently known combinatorial objects and re-
currence relations for structure constants are among our interests, also.
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