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Survival probability of a critical multi-type
branching process in random environment

Elena Dyakonova1†

1Department of Discrete Mathematics, Steklov Mathematical Institute, Gubkin St. 8, 119991 Moscow, Russia

We study a multi-type branching process in i.i.d. random environment. Assuming that the associated random walk
satisfies the Doney-Spitzer condition, we find the asymptotics of the survival probability at time n as n→∞.
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Introduction
Branching processes in random environment constitute an important part of the theory of branching pro-
cesses (see, for example, (1), (2), (4)-(7), (9)-(14)). A branching process in random environment was first
considered by Smith and Wilkinson (10). The subsequent papers (2), (7), (11) investigated single- and
multi-type Galton-Watson processes in random environment. The asymptotics of the survival probability
of the critical branching processes in a random environment generated by a sequence of independent iden-
tically distributed random variables under the condition EX2 < ∞ for the increment X of the associated
random walk was found in (6), (9) for single-type processes, and in (4) for multi-type processes. Recent
papers (1), (5), (12)-(14) study the survival probability for an extended class of the critical single-type
branching processes in random environment where the case EX2 = ∞ is not excluded and, moreover, EX
may not exist. The present paper investigates an extended class of multi-type critical branching processes
in random environment whose associated random walks satisfy the Doney-Spitzer condition. In particu-
lar, we generalize some results established in (1) and (4) concerning the asymptotic behavior of survival
probability.

Let Z(n) = (Z1(n), ..., Zp(n)), n = 0, 1, ..., be a p-type Galton-Watson branching process in a random
environment. This process can be described as follows.

Let N0 = {0, 1, 2, ...} and Np
0 be the set of all vectors t = (t1, ..., tp) with non-negative integer coordi-

nates. Denote by (∆1,B(∆1)) a set of probability measures on Np
0 with σ−algebra B(∆1) of Borel sets en-

dowed with the metric of total variation, and by (∆,B(∆)) the p−times product of the space (∆1,B(∆1))
on itself. Let F = (F(1)

, ...,F(p)) be a random variable (random measure) taking values in (∆,B(∆)).
An infinite sequence Π = (F0,F1,F2, ...) of independent identically distributed copies of F is said to
form a random environment and we will say that F generates Π. A sequence of random p−dimensional
vectors Z (0) , Z (1) , Z (2) , ... with non-negative integer coordinates is called a p−type branching process
in random environment Π, if Z (0) is independent of Π and for all n ≥ 0, z = (z1, ..., zp) ∈ Np

0 and
f0, f1, ... ∈ ∆

L(Z (n + 1) | Z(n) = (z1, ..., zp),Π = (f1, f2, ...))
= L(Z (n + 1) | Z(n) = (z1, ..., zp),Fn = fn)

= L((ξ(1)
n,1 + · · ·+ ξ(1)

n,z1
) + (ξ(2)

n,1 + · · ·+ ξ(2)
n,z2

) + · · ·+ (ξ(p)
n,1 + · · ·+ ξ(p)

n,zp
)), (1)

where fn = (f (1)
n , f

(2)
n , ..., f

(p)
n ) ∈ ∆, ξ

(i)
n,1, ξ

(i)
n,2, ..., ξ

(i)
n,zi , i = 1, ..., p, are independent p−dimensional

random vectors, and for each i = 1, ..., p the random vectors ξ
(i)
n,1, ξ

(i)
n,2, ..., ξ

(i)
n,zi are identically distributed

according to the measure f
(i)
n . Relation (1) defines a branching Galton-Watson process Z(n) in random

environment which describes the evolution of a particle population Z(n) = (Z1(n), ..., Zp(n)), n =
0, 1, ..., where Zi(n), i = 1, ..., p, is the number of type i particles in the n−th generation.
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This population evolves as follows. If Fn = fn then each of the Zi(n) particles of type i existing at the
time n, produces offspring in accordance with the p−dimensional probability measure f

(i)
n independently

of the reproduction of other particles. Thus, the i-th component of the vector Z(n + 1) = (Z1(n + 1),
..., Zp(n + 1)) is equal to the number of type i particles among all direct descendants of the particles of the
n−th generation. The distribution of Z(0) will be specified later.

The main results
Let Jp be the set of all column vectors s = (s1, ..., sp)T , 0 ≤ si ≤ 1, i = 1, ..., p. For s ∈ Jp and

t ∈ Np
0 set st =

∏p
i=1 sti

i . Taking into account existence of a one-to-one correspondence between
probability measures and generating functions we associate with F = (F(1)

, ...,F(p)) generating Π a ran-
dom p−dimensional column vector F (s) = (F (1) (s) , ..., F (p) (s))T , s ∈ Jp, whose components are
p−dimensional (random) generating functions F (i)(s) corresponding to F(i), 1 ≤ i ≤ p :

F (i)(s) =
∑

t∈Np
0

F(i)({t})st, s ∈ Jp.

In a similar way we associate with the component Fn = (F(1)
n , ...,F(p)

n ), n ≥ 0, of the random environment
Π = (F0,F1,F2, ...) a random vector Fn(s) = (F (1)

n (s) , ..., F
(p)
n (s))T , s ∈ Jp, the components of which

are multidimensional (random) generating functions F
(i)
n (s), corresponding to F(i)

n , 1 ≤ i ≤ p,

F (i)
n (s) =

∑
t∈Np

0

F(i)
n ({t})st.

Let ej , j = 1, ..., p, be the p−dimensional row vector whose j−th component is equal to 1 and the
others are zeros, 0 = (0, ..., 0) be the p−dimensional row vector all whose components are zeros, and
let 1 = (1, ..., 1)T be the p−dimensional column vector all whose components are equal to 1. For
x = (x1, ..., xp) and y = (y1, ..., yp)T we set |x| =

∑p
i=1 |xi|, |y| =

∑p
i=1 |yi|, (x, y) =

∑p
i=1 xiyi.

Let A = ||A (i, j)||pi,j=1 be an arbitrary positive p × p matrix. Denote by ρ(A) the Perron root of A

and by u(A) = (u1(A), ..., up(A))T and v(A) = (v1(A), ..., vp(A)) the right and left eigenvectors of A
corresponding to the eigenvalue ρ(A) and such that

|v(A)| = 1, (v(A), u(A)) = 1.

For vector-valued generating functions F (s) and Fn(s) we introduce the mean matrices

M = M(F) = ||M(i, j)||pi,j=1 =
∣∣∣∣∣∣∣∣∂F (i)(1)

∂sj

∣∣∣∣∣∣∣∣p
i,j=1

and

Mn = Mn(Fn) = ||Mn(i, j)||pi,j=1 =

∣∣∣∣∣
∣∣∣∣∣∂F

(i)
n (1)
∂sj

∣∣∣∣∣
∣∣∣∣∣
p

i,j=1

.

Let Cα, 0 < α < 1, be the class of all matrices A = ||A (i, j)||pi,j=1 such that

α ≤ A (i1, j1)
A (i2, j2)

≤ α−1, 1 ≤ i1, i2, j1, j2 ≤ p.

One of our basic hypotheses is the following condition.
Assumption A0. There exist a number 0 < α < 1 and a positive row vector v = (v1, ..., vp), |v| = 1,

such that, with probability 1
M = M(F) ∈ Cα,

and
vM = ρ(M)v. (2)

Set ρ = ρ(M), ρn = ρ(Mn), n ≥ 0. It is not difficult to see that in our settings X := ln ρ, Xi :=
ln ρi−1, i ≥ 1, are independent and identically distributed random variables. Our next hypothesis imposes
a restriction on the so-called associated random walk S = (S0, S1, ...), where

Sn = X1 + · · ·+ Xn, n ≥ 1, S0 = 0.
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Assumption A1. There exists a number 0 < a < 1 such that

P(Sn > 0) → a, n →∞. (3)

Extending the known classification of single-type branching processes in random environment (see (1),
(12)) , we call a p−type branching process Z(n), n ≥ 0, in random environment Π critical if its associated
random walk is of the oscillating type, i.e., lim supn→∞ Sn = +∞ a.s. and lim infn→∞ Sn = −∞ a.s. It
is known that any random walk satisfying Assumption A1 oscillates. From now on we consider only critical
p-type branching processes in random environment.

Let 0 =: γ0 < γ1 < ... be the strict descending ladder epochs of S. Put

V (x) :=
∞∑

i=0

P(Sγi ≥ −x), x ≥ 0; V (x) = 0, x < 0.

Since S is oscillating, the following relation holds (3):

EV (x + X) = V (x), x ≥ 0. (4)

For d ∈ N0 set

Od = {t = (t1, ..., tp) ∈ Np
0 | ti < d, i = 1, ..., p}, Ud = Np

0 \Od.

Introduce the random variable

κ(d) =
∑
t∈Ud

p∑
i=1

vi

p∑
j,k=1

F(i)({t})tjtk/ρ2, d ∈ N0,

where v = (v1, ..., vp) is from (2). Our next condition is connected with the random variable κ(d), which
is a generalization of the standardized truncated second moment of the reproduction law to the multi-type
case.

Assumption A2. There exist ε > 0 and d ∈ N0 such that

E(ln+ κ(d))1/a+ε < ∞, E
(
V (X)(ln+ κ(d))1/a+ε

)
< ∞.

Let T = min{n ≥ 0 : Z(n) = 0} be the extinction moment for Z(n). Introduce the random variables

Q(i)(n) = P(T > n|Z(0) = ei,Π), Q(n) = (Q(1)(n), ..., Q(p)(n)),

and let
qi(k) = P(T > k|Z(0) = ei) = EQ(i)(k).

Note that under Assumptions A0 and A1 Q(i)(n) → 0 P−a.s. as n →∞ for all 1 ≤ i ≤ p, since P−a.s.

(v,Q(n)) ≤ min
0≤k≤n−1

|vM0 · · ·Mk| ≤ exp{ min
0≤k≤n−1

Sk} → 0

as n → ∞. Denote by u(n) = (u1(n), ..., up(n))T := u(M0 · · · Mn), n ≥ 0, the right eigenvector of
the product M0 · · · Mn, corresponding to the Perron root ρ(M0 · · · Mn) = ρ0 · · · ρn. To investigate
the asymptotic behavior of qi(n) and Q(i)(n) as n → ∞ we need the following statement describing the
behavior of u(n).

Theorem 1 If Assumption A0 is valid, then there exist a random vector u = (u1, ..., up)T and a function
g(n) ≥ 0, g(n) → 0, n →∞, such that with probability 1

|ui(n)− ui| ≤ g(n), i = 1, ..., p.

In addition,
(v, u) = 1, α ≤ ui ≤ 1/v∗,

where v∗ = min(v1, ..., vp) and v = (v1, ..., vp) is from (2).

The following statement describes the behavior of Q(n) as n→∞.
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Theorem 2 Assume Assumptions A0 and A1. Then P−a.s., as n →∞,

Qi(n)
(v,Q(n))

→ ui, i = 1, ..., p,

where u = (u1, ..., up) is from Theorem 1.

Now we are ready to formulate the main result of the paper.

Theorem 3 Assume Assumptions A0, A1, and A2. Then, as n →∞,

qi(n) ∼ cin
−(1−a)l(n), ci > 0, i = 1, ..., p,

where l(n) is a function slowly varying at infinity.

Note that under our approach one of the key facts to prove Theorems 1, 2, 3 is convergence in distribution,
as n → ∞, of the products

∏n
i=0 Miρ

−1
i of random matrices to a limit matrix whose distribution is not

concentrated at zero matrix. It is known (8) that for p = 2 the products
∏n

i=0 Miρ
−1
i of the positive bounded

independent identically distributed 2× 2 matrices Ai = Miρ
−1
i converges in distribution, as n → ∞, to a

limit matrix whose distribution is not concentrated at zero matrix if and only if all the matrices Ai have a
common positive right or left eigenvector. Hence, for the 2-type process Z(n) our assumption on existence
of a common positive left eigenvector of the matrices M is essential indeed.

Observe also that Assumption A1 covers non-degenerate random walks with zero mean and finite vari-
ance of there increments, as well as all non-degenerate symmetric random walks. In these cases a = 1/2.
Another example when Assumption A1 is valid gives the random walk, whose increments have distribution
belonging to the domain of attraction of a stable law.

In conclusion we give an example where Assumption A2 is fulfilled (given that Assumption A0 is valid
as well). Clearly, if the measure F generating our random environment has a bounded support, i.e., if there
exists a p−dimensional cube B = [0, b]p, b > 0, such that P(F(B) = 1) = 1, then Assumption A2 holds
since κ(d) = 0 P -a.s. for d > b.

One can show that if F satisfies Assumption A0 and

F (s) = 1− M(1− s)
1 + γ(1− s)

, s ∈ Jp,

where the p−dimensional random row vector γ with positive components and the random matrix M are
such that the components of the vector y = (M1)/|γ| are uniformly bounded from below then Assumption
A2 holds true.

Note that if the distribution of X = ln ρ has a regular varying tail then Assumptions A1 and A2 can be
replaced by the following hypotheses (see (13) or (1)):

Assumption A1’. There exist constants cn, n ≥ 0, such that as n →∞ the scaled sums cnSn converge
weakly to a stable distribution µ with parameter β ∈ (0, 2]. The limit law µ is not one-side, i.e., 0 <
µ(R+) < 1.

Assumption A2’. There exist ε > 0 and d ∈ N0 such that

E(ln+ κ(d))β+ε < ∞,

where β is from Assumption A1’.
Note that Assumption A1’ implies the validity of Assumption A1 with a = µ(R+), and Assumption A2

is stronger than Assumption A2’ since aβ ≤ 1.

Corollary 1 Assume Assumptions A0 and A1’ . Then the statement of Theorem 2 remains true.

Using the proof of Theorem 3 and results of paper (1), one can obtain also the following statement.

Theorem 4 Assume Assumptions A0, A1’ , and A2’. Then the statement of Theorem 3 remains true.
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