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Abstract. The planning and interventional guidance of liver tumor ra-
diofrequency ablation (RFA) is difficult due to the cooling effect of large
vessels and the large variability of tissue parameters. Subject-specific
modeling of RFA is challenging as it requires the knowledge of model
geometry and hemodynamics as well as the simulation of heat transfer
and cell death mechanisms. In this paper, we propose to validate such a
model from pre-operative multi-modal images and intra-operative signals
(temperature and power) measured by the ablation device itself. In par-
ticular, the RFA computation becomes subject-specific after three levels
of personalization: anatomical, heat transfer and a novel cellular necro-
sis model. We propose an end-to-end pre-clinical validation framework
that considers the most comprehensive dataset for model validation. This
framework can also be used for parameter estimation and we evaluate
its predictive power in order to fully assess the possibility to personalize
our model in the future. Such a framework would therefore not require
any necrosis information, thus better suited for clinical applications. We
evaluated our approach on seven ablations from three healthy pigs. The
predictive power of the model was tested: a mean point to mesh error
between predicted and actual ablation extent of 3.5 mm was achieved.

1 Introduction

Subject-specific modeling of liver tumor radiofrequency ablation (RFA) can pro-
vide additional guidance to radiologists during the intervention and improve the
planning of the procedure, which are challenged by inter-subject variability in tis-
sue characteristics, the heterogeneous cooling effect of large neighboring vessels,
porous circulation and blood coagulation. More specifically, such models could
help clinicians in deciding where to place the heating probe and for how long
heating must be applied. Several approaches have been developed to describe
and simulate RFA of liver tumors. They differ in their choice of the biophysical
phenomena that are considered and the type of experimental data used to design



and validate them. All simulations are based on the bioheat equation considering
a cooling effect that is either diffuse [1] or localized at neighboring vessels [2-5].
Furthermore, the cooling effect due to venous flow in the liver parenchyma is
also considered in [4,5]. Few authors [2,4,5] have proposed to simulate RFA
on realistic subject-specific geometries extracted from images and only [6] has
personalized biophysical parameters on patient data in order to minimize the
discrepancy between simulated and measured necrotic (ablated) regions.

Up to now, the comparison between simulated and measured necrotic regions
has been used by several authors [2,4-6] as the main criteria of success in pre-
dicting the effect of RFA on abdominal tumors, for either model validation or
personalization. However, the necrosis of tissue is the resultant of several com-
bined physical phenomena, mainly the heat transfer and cell death mechanisms,
meaning that a given ablated region may be explained by several combinations of
parameters. In addition to this identifiability issue, the size of the tumor extent
can only be known reliably from post-operative imaging which makes it difficult
to eventually update the ablation plan during the procedure. A method that
relies also on pre-operative or interventional data for parameter identification is
therefore required for RFA models to be clinically useful.

In this paper, an extended validation strategy of RFA is introduced, based
also on delivered electrical power during ablation and temperature drop during
cooling in addition to the extent of ablated regions. This approach leads to
an increased confidence in the computed temperature map, a clinical surrogate
for tissue damage during intervention. Furthermore, the probe temperature and
delivered power are information that are readily available, in real-time, from the
RF system and therefore could be used to update the therapy plan during the
intervention.

The RFA computational model becomes subject-specific after three levels of
personalization: anatomical, heat transfer and cellular necrosis. The computa-
tional model, implemented using the Lattice-Boltzmann Method (LBM), relies
on anatomies extracted from CT and device-based measurements (Sec. 3).

The proposed approach was successfully tested on seven surrogate hepatic
tumors implanted on three healthy swines. Following the validation, we showed
how this framework can be used for personalization. Parameter estimation was
performed on two tumors to select a subject-specific set of parameters (Sec. 4).
It lead to accurate predictions for both temperature evolution and necrotic re-
gion extension: mean error between measured and simulated temperature of
12.0°C, mean point-to-mesh error between predicted and actual ablation extent
of 3.5 mm.

2 Pre-clinical Study for Model Validation

2.1 Experimental Setup

Pigs are considered as a relevant animal model as their hepatic system is similar
to the human one. The extensive pre-clinical study includes three swines. Sev-
eral surrogate tumors (diameters < 3cm) were inserted at various locations of
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Fig.1: (Left): Mesh model of the probe with the 9 tips derived from a CT image of the
probe only; (Right): Photo of the probe inside the pig liver.

the liver (close to vessels or Glisson capsule) under ultrasound (US) guidance,
followed by the acquisition of pre-operative CT images including portal, venous
and arterial phases. The surrogate tumors were made of a specific gel which
exhibited a hyper-intense signal in CT. An MR-compatible RFA probe (RITA,
AngioDynamics) was deployed at 2cm of diameter under US guidance (Fig.1,
right panel). An MR image was then acquired to get the position of the probe
in the liver. The temperature and delivered power were monitored and recorded
intra-operatively during and after the ablation. Finally, a post-operative CT or
T2 MRI was acquired two days after the ablation to assess the extent of the
necrotic areas. Overall, pre-, intra- and post-operative images were available,
along with interventional device measurements. To the best of our knowledge,
no such validation setup has been reported in the literature.

2.2 Data Preprocessing

From the pre-operative CT data, the following anatomical structures were seg-
mented semi-automatically by experts (Visible Patient, Strasbourg, France) and
meshed (Fig. 2): the parenchyma, all tumors, hepatic veins, vena cava, portal
vein, biliary vesicle and hepatic arteries. From post-operative CT or MR data,
necrotic areas were segmented and meshed as well. Due to ethical reasons, CT
with contrast agent could not be acquired two days after intervention, making
accurate pre- to post-operative registration nearly impossible.

2.3 3D Modelling of the RFA Probe

The geometry of the probe when deployed at 2cm (the diameter of the area
defined by the tips of the probe is 2cm) was acquired from a CT image of the
probe only. A 3D mesh was then reconstructed (Fig.1, left panel) and manually
registered on the pre-operative CT using the main axis of the probe and the intra-
operative MR data. The rigid registration was visually checked by an expert up



Fig. 2: Segmentation of the liver, arterial vessels, portal and hepatic networks, surrogate
tumors and biliary vesicle. (Left): Overlay of the segmented areas on pre-operative CT
image. (Middle): Creation of the 3D model. (Right): Vessels and liver parenchyma.

to a rotation along its axis since the MR resolution did not allow to distinguish
the nine tips of the probe.

3 Subject-Specific RFA Model

3.1 Heat Transfer Model

The bioheat equation describes how the heat flows from the probe through the
liver while taking into account the cooling effect of the main vessels, as proposed
in the Pennes model [7]. The temperature T is computed by solving the following
reaction-diffusion equation:

peeioE = Q4 V(AN T) + R(Tio — T) 1)
where p;, ¢, d; are the density, heat capacity, conductivity of the tissue, @, the
source term, R, the reaction coefficient and Tpg the blood temperature (assumed
constant) in large vessels. In this study, the blood flow within the parenchyma
considered as a porous medium is not taken into account as how it affects the
overall cooling has not been clearly quantified in the literature, in particular
when compared to the diffusive effect. Nonetheless our model includes the cool-
ing effect, also called heat sink effect, of all hepathic large vessels (veins and
arteries). Eq. (1) is solved using the Lattice Boltzmann Method (LBM) for fast
computation on general purpose Graphics Processing Units (GPU). LBM has
been developed for CFD and is now a well-established discretization method.
Verification of the implementation has been performed through a comparison
with an analytical solution and it has the advantage over FEM to be easily par-
allelized in GPU [4]. An isotropic Cartesian grid with 7-connectivity topology
and Neumann boundary conditions at the boundaries of the liver is employed. A
Multiple-Relaxation-Time (MRT) model is used for increased stability [8]. For
a time step of At = 0.5s, faster than real-time computation can be achieved on
a standard desktop machine (Windows 7, Intel Xeon, 3.30GHz, 16GB RAM, 12
CPUs, Nvidia Quadro K5000 4.0 GB).



3.2 Cellular Necrosis Model

A three-state model [9] is coupled with the bioheat equation to compute tissue
necrosis. Each cell has a probability to be either undamaged (U), vulnerable (V)
or necrotic (N). Those probabilities vary with the simulated temperature over
time according to the following state equation:

B(T)

U — v N )
Y

where B(T) = BeT/Tx §(T) = 6eT/Tx(1 + 10N) and ~ are the transition rates.
Unlike in [10], three distinct transition rates are considered to allow cells to
reach the vulnerable state. (Fig. 3) represents the solution at one vertex over
time if a constant temperature of 105°C is applied. The cell death model is
strongly coupled to the bioheat equation. More specifically, it depends on the
temperature computed based on the bio-heat model (the transition rates S(T),
0(T) are temperature dependent), whose parameters depend on the state of the
cell (the heat capacity depends on the state of the cell: ¢V, ¢} and ¢ correspond
respectively to the heat capacity of undamaged, vulnerable and necrotic tissue).

Eq. (2) gives three coupled ODEs that are solved with a first order explicit
scheme on the same grid and with the same time step as the bioheat equation.
For the heat transfer and cell death models, parameters are initially set to values
from the literature [7], Table 1 reports them. The conductivity d; depends on
the temperature through d; = d; * (1 + 0.00161 * (T' — 310)) as in [5].
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Fig. 3: Cell state evolution over time when tissue is heated at 105°C.



Table 1: Nominal Value of Model Parameters.

Notation Parameter Name Nominal Value
MCER) recovery rate coefficient 7.7x107°

B (s7h) damage rate coefficient 3.3x1073

5 (s7h vulnerable rate coefficient 3.3x1073
el Jkg K)™h heat capacity of vulnerable tissue 3.6 x10°

e (J(kg K)7Y) heat capacity of necrotic tissue 0.67x10?

¢ (Jkg K)™) heat capacity of undamaged tissue 3.6 x10°

di (W(m K)™) heat conductivity 0.512

3.3 Parameter Estimation from Probe Measurements

Computation of Heating Power. During the intervention, the delivered
power and the temperature distribution are measured by the ablation probe
itself. We assume that the measured power is actually strongly correlated (pro-
portional) to the heat power P(t) delivered through radio-frequency to heat the
liver tissue. Proportionality is assumed to account for power dissipation due to
electrical resistance, and the unknown surface ratio of the probe being heated.
The heat power P(t) delivered to the tissue can be computed at each time step
of the simulation from the bioheat equation according to Fourier’s law:

[ arw)
- /S 0,75 s 3)

where S is the probe surface and n is the outer normal at that surface. During
our experiments, the measured electrical power appeared to reach its maximum
during the increase in temperature, before reaching the plateau of 105°C (Fig. 6).
This phenomena cannot be explained by a constant heat capacity which would
lead to a peak after the plateau is reached. Instead, this observation suggests that
the cells reach their vulnerable state faster. Thus we update our necrosis model
accordingly: after studying the ODEs of the model and a sensitivity analysis
on its parameters, 0 has been modified such that tissues reach very fast their
vulnerable state which entails a significant change of heat capacity (Table 3).

Cooling Stage. RFA is simulated by imposing the measured temperature at
the tips of the probe (Dirichlet boundary condition) until the heating stops at
a given time t = t,. In the absence of any delivered heat power, the nine tips of
the probe cool down at a speed which depends on the conductivity d; and the
heat capacity ¢;. Thus during the cooling period ¢. — t, (cooling stops at time
t = t.), the simulated temperature Ty can be compared with the measurements
T, read from five tips of the probe (four tips do not have any thermistors).

Personalization. After a sensitivity analysis, we chose to estimate the heat
capacity c and the constant part of the conductivity d; as they mainly influence
the delivered power, the temperature distribution and the size of ablated regions.
These two parameters are personalized from probe measurements (temperature
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Fig. 4: Comparison between the simulated and the post-operative necrotic areas on tu-
mor 2-1. (Left): The simulated lesion is showed around the RFA probe in the subject-
specific geometry. (Right): Zoom on the ablation area, the simulated lesion is qualita-
tively close to the registered post-operative lesion.

and power) by minimizing the following cost function:

t=t,—1 t=t,+t
_ - (Pa(t) — Pi()® 1 (o, (t) —m, (1))?
f= _a ; a%m + te —tg tzzta cr%m (4)

where op,, and o7, are the standard deviations associated with the heat power
and the temperature, both of them evaluated from the variability in the avail-
able observations (equal to 13.3 and 5 in our experiments). To cope with the
uncertainty in the rotation of the probe along its axis, the mean tip temperature
my is used for the personalization.

Using DAKOTA!, a gradient-free optimization method, the Constrained Op-
timization BY Linear Approximations (COBYLA), is used to minimize the cost
function Eq. (4) as only a few forward simulations (typically 20) are required.
COBYLA is a sequential trust-region algorithm. Initially, the total domain of
parameters is visited (here: d;: 0.51 to 6.14, c¢!': 18 to 3618) and then the region
is contracted. The estimation took around 13 hours (25 iterations).

4 Evaluation on Swine Data

4.1 Model Validation

The model was evaluated on seven ablations performed in three swines. The ap-
plied RFA protocol was not exactly the same for all ablations. Five ablations were
performed through several short cooling and heating periods, whereas the other

! http://dakota.sandia.gov - multilevel framework for sensitivity analysis.
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Fig.5: Comparison between the simulated and the measured temperature on tumor
3-1. During the heating phase, the temperature is imposed, the power is simulated and
compared to the measured one. During the cooling phase, the simulated (non-imposed)
temperature is compared to the measured one.



Table 2: Evaluation on Pig Data.

Pig Necrotic

Point-to-mesh error
1 3.71 £ 2.49 mm

2-1 [|4.06 £ 1.59 mm

2-2 {|4.02 £ 1.35 mm

2-3 [|2.46 £ 1.35 mm

3-1 |{[3.80 £ 2.39 mm

3-2 [|4.85 £ 2.13 mm

3-3 [|2.13 £ 1.71 mm

two ablations included only one long final cooling stage after a continuous heat-
ing period. For all pigs, nominal value of parameters (reported on Table 1) were
employed. In each case, the simulated lesion was compared with the registered
ground-truth. Due to the uncertainty in the registration of the post-operative
image to the pre-operative image, the necrotic lesion segmented on the post-
operative image is registered rigidly to the pre-operative image by aligning its
barycenter with the barycenter of the simulated necrosis. Fig. 4 shows results
for tumor 2-1, in this case, the model under-estimate the lesion size. Quantita-
tively, point-to-mesh errors [11] computed between the simulated lesion and the
registered post-operative ground-truth showed good prediction of the necrotic
extent (3.5mm of mean point-to-mesh error). Values are reported in Table 2. The
prediction of the necrosis extent was valid up to 5mm which can be considered
as sufficient for clinical applications. Qualitatively, as one can see on Figure 5,
the simulated heat power and temperature were close to the heat power and the
temperature given by the RFA probe itself.

4.2 Towards Model Personalization

As the data came from healthy pigs of similar age and weight, we hypothesized
that the parameters would be the same for all of them. The personalization
based on the probe temperature and power was performed for the two tumors
with final cooling stage as it was long enough to observe reliably the effect of the
conductivity d;, yielding two sets of personalized heat capacity and conductivity
values, reported in Table 3. We validated not only the ability to personalize
the model but also its predictive power by evaluating the simulation results on

Table 3: Parameters values.

Notation Parameter Name Nominal Personalised Values
Value on tumor 1 on tumor 2-3
5 (s vulnerable rate coeflicient 3.3x1073 1x107%

ch (J(kg K)™1) heat capacity of undamaged tissue 3.6 x10®> 3.6 x10* 3.6 x10*
d; (W(m K)™!) heat conductivity 0.512 0.614 0.512
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Fig. 6: Personalization of the heat capacity and the conductivity using (Left) the de-
livered power curve over ablation (Right) the temperature distribution after ablation
from tumor 1 (here, the red and blue curves are superimposed). The error between the
measurement and the computation is reduced from 22.9 to 7.9W for the power and is
equal to 19.3°C for the temperature.

five different tumors. Briefly, the minimization of the error between measured
and simulated values of power and temperature was done only on 2 tumors (2
different pigs). In both cases, the values independently found were really close:
the same value of heat capacity was estimated, and the conductivity values were
almost equal to the nominal value, as expected as the pigs were healthy.

The estimated heat capacity and the nominal conductivity were then used to
simulate RFA on the five remaining cases and errors in temperature, heat power
and necrosis size were evaluated. Small errors were obtained in those cases too,
without previously having fit the parameters for those tumors. As detailed in
(Sec. 3.3), the vulnerable rate coefficient was also adjusted to match the raise
in delivered power. These results confirmed the stability of the personalization
framework. As reported in Table 4, the use of personalized parameters instead of
nominal parameters led to good predictions of the necrosis extent, the heat power
and the temperature (mean errors of 14.8W and 12.0°C respectively). However,
by fitting the temperature and the delivered heat power, the novel approach
could estimate the temperatures around each tumor at any time during the
ablation. This additional information could be used as surrogate to assess the
amount and location of damaged tissue (cells that received excessive heat but
without being necrosed) surrounding the ablated region.

The extent of the necrotic area is mainly controlled by the conductivity d;
and the heat capacity of vulnerable cells ¢} (not of undamaged ones c!). Since d;
was not changed after optimization, there was no significant difference in terms
of necrotic area after personalization, despite a better match for the measured
power and cooling temperature as illustrated on Fig. 6. It was actually not
surprising that the nominal d; value was optimal since all pigs were healthy, of
similar age and weight. Moreover the point-to-mesh errors were less than 5mm;



Table 4: Quantitative evaluation of model prediction: on average, mean errors of 14.8W
and 12.0°C. The mean errors between simulated and measured values are computed
for each ablation. For the five ablations which were performed through several cooling
and heating periods, the different error values for each period are reported.

Pig Power error Temperature error Necrotic
point-to-mesh error

1 (perso) 7T9W 19.3°C 3.71 £ 2.49 mm
2-1 16.5 and 19.2W 18.9 and 4.7°C 4.06 £+ 1.59 mm
2-2 14.1, 15.5, 12.7TW 11.4, 7.3, 11.4°C 4.02 £ 1.35 mm
2-3 (perso) 8.9W 0.5°C 2.46 £ 1.35 mm
3-1 10.3, 31.8, 20.2, 16.8W 19.1, 21.9, 6.8, 3.7°C 3.80 £ 2.39 mm
3-2 18.4, 16.2, 6.4W 23.4, 13.0, 9.6°C 4.85 £ 2.13 mm
3-3 8.5 and 14.4W 19.4 and 1.1°C 2.13 £ 1.71 mm

it suggests that simulations with optimized d; and ¢! are realistic in terms of
necrotic area, power and temperature predictions which was the objective. In
clinical settings, due to the large variety of diseases treated by RFA (cirrhosis,
fibrosis, etc), the proposed method should be suitable to get subject-specific
parameters from easily accessible data.

5 Conclusion

In this paper, we proposed a novel approach to validate computational models of
radiofrequency ablation (RFA) based on pre-, intra-, and post-operative images
and device-based measurements, in a close-to-clinical settings. The approach was
successfully evaluated on three swines and seven ablations. We presented a pre-
clinical validation of a detailed model, required prior to any clinical study for
which personalization would occur during the intervention.

In clinical RFA of liver tumors, we cannot assume that the biophysical pa-
rameters are the same for all patients, as assumed in this experiment for the
three pigs, and personalization is therefore required. However, by evaluating the
discrepancy in terms of temperature and delivered power, key biophysical pa-
rameters (the heat capacity and the conductivity of the bioheat model) could be
estimated leading to promising predictions. Here, we just relied on information
localized at the tips of the probe, the cooling temperature and the delivered
power during the intervention (no temperature maps, no post-op images re-
quired) and we showed that the model can be personalized from patient data,
which was not granted. We limited the number of personalized parameters (2).
However by estimating more parameters like ¢}, ¢V, current errors like the lesion
size around tumor 2-1 for example, could be reduced.

This opens new perspectives for updating intra-operatively the RFA model
prediction of each lesion based on those two probe measurements. Because they
are available in real-time during the intervention, this appears as a far better
option than using the necrosis extent which is mostly visible post-operatively.



Future work will attempt to optimize the computation time to estimate on the fly
key parameters from readily available probe measurements, to include additional
cases and observations quantities (MR thermometry for instance) in order to
further improve the personalization and to reliably estimate the deformation
between pre- and post-operative imaging for a precise validation of the necrosis
extent prediction. Further refinements in the model can be added such as the
advection effect of the porous circulation in the parenchyma [6].
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