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Dynamic Ensemble Selection Approach for Hyperspectral Image Classification
With Joint Spectral and Spatial Information

Bharath Bhushan Damodaran, Student Member, IEEE, Rama Rao Nidamanuri, Senior Member, IEEE, and Yuliya Tarabalka, Member, IEEE

Abstract—Accurate generation of a land cover map using hyperspectral data is an important application of remote sensing. Multiple classifier system (MCS) is an effective tool for hyperspectral image classification. However, most of the research in MCS addressed the problem of classifier combination, while the potential of selecting classifiers dynamically is least explored for hyperspectral image classification. The goal of this paper is to assess the potential of dynamic classifier selection/dynamic ensemble selection (DCS/DES) for classification of hyperspectral images, which consists in selecting the best (subset of) optimal classifier(s) relative to each input pixel by exploiting the local information content of the image pixel. In order to have an accurate as well as computationally fast DCS/DES, we proposed a new DCS/DES framework based on extreme learning machine (ELM) regression and a new spectral–spatial classification model, which incorporates the spatial contextual information by using the Markov random field (MRF) with the proposed DES method. The proposed classification framework can be considered as a unified model to exploit the full spectral and spatial information. Classification experiments carried out on two different airborne hyperspectral images demonstrate that the proposed method yields a significant increase in the accuracy when compared to the state-of-the-art approaches.

Index Terms—Dynamic classifier selection, dynamic ensemble selection, hyperspectral image classification, markov random field model, multiple classifier system, spectral-spatial classification.

I. INTRODUCTION

HYPERSPECTRAL image provides detailed spectral information in numerous narrow contiguous bands of the electromagnetic spectrum. This capability has led to the widespread use of hyperspectral images as an important data source for a range of applications, such as environmental monitoring, vegetation health monitoring, mineral exploration, military, and defence, etc. [1]–[3]. Supervised image classification has been extensively used to analyze hyperspectral data. However, several factors such as high dimensionality, spatial and spectral redundancy, interclass variability, noisy bands, and limited labeled samples make the information exploitation of hyperspectral images a very challenging task [4], [5]. Accurate hyperspectral image classification depends on the ability of the chosen classifiers to trade upon the relationship among available labeled samples, data dimensionality, and information classes. There is a high risk that the selected classifier is suboptimal for a problem and data at hand. Multiple classifier system (MCS) has been recently explored to improve the performance of hyperspectral image classification by combining the predictions of multiple classifiers [6]–[8], thereby reducing the dependence on the performance of a single classifier. For the MCS to perform better than the single best (SB) classifier, the classifiers used in the MCS construction have to be diverse, because combining similar classification results may not improve accuracy [9].

Diversity in the MCS can be created explicitly and implicitly. Explicitly, the diversity in the MCS is created by defining a diversity measure and optimizing it. Implicitly, diversity can be introduced by selecting a subset of features [10]–[12], training samples manipulation, selecting classifiers from different categories, and different feature extraction methods [13], [14]. However, the diversity constraint alone does not guarantee that the MCS always performs better. The possibility of inaccurate base classifiers and the incompatible combinations of the classifiers may instead end up the MCS with the suboptimal performance. An ensemble pruning approach has been proposed to select reasonably accurate base classifiers [15]–[17]. In this method, instead of combining all the available base classifiers in the MCS, a subset of classifiers is selected based on the criteria like diversity measures and performance measures for decision fusion. This approach has been expanded by proposing a unified framework [18] which consists of both diversity creation (implicit and explicit) and performance measures of base classifiers, as well as selecting the classifiers with nonzero weights by sparse optimization methods [19] to form an effective MCS. However, the selection of classifiers in this method is independent of the location of the image pixel in the feature space; hence, all the classifiers take part in classifying each image pixel. On the other hand, the optimal subset of classifiers varies for different spatial locations in the image. Therefore, the performance of the MCS can be improved by selecting the best classifier or a subset of classifiers dynamically relative to each image pixel, known as dynamic classifier/ensemble selection (DCS/DES) [20]–[22].
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The success of DCS depends on an accurate estimation of classifiers competence for a given image pixel. The classifiers forming a dynamic subset are chosen based on estimating the accuracy (competence) of each base classifier in a local region around the image pixel, and the selection is based on the highest accuracy criterion. The classifier competence can be computed by local accuracy (LA) estimation methods [22]–[24] and probabilistic model-based methods [25]. Recently, Du et al. have studied the capability of DCS for hyperspectral image classification using LA estimation [26]. However, their study is limited with two optimal classifiers as the base classifiers. When the number of base classifiers increases and in the presence of inaccurate classifiers, the performance of DCS based on LA is uncertain. Both the LA estimation methods and a probabilistic model approach compute the distance between the test pixel and the training (validation) samples. Hence, these techniques are computationally expensive for large-scale problems. The regression-based probabilistic model reduces the computational factor at the cost of the accuracy [25]. However, in practical situations, the accuracy is an important criterion in mapping applications. Recently, extreme learning machine (ELM) has shown good performance in terms of both computational time and accuracy for the classification and regression problems [27]. In this paper, we modeled the DCS problem as the classification problem by mapping the validation samples to the classifier competence measure based on ELM regression. The proposed DCS/DES method based on ELM increases the efficiency in computation time and classification accuracy for the large-scale problems. Our extensive literature review reveals that the potential of the DCS/DES approaches for the hyperspectral image classification is not well studied. Hence, it is highly desirable to study the potential of the DCS/DES approaches, and develop an accurate and computationally efficient DCS/DES methodology for hyperspectral image classification.

Apart from the spectral content, airborne hyperspectral sensors also provide rich spatial information, which has been extensively utilized in recent studies for hyperspectral image classification [28]–[30]. Markov random field (MRF) model is a powerful method for modeling the spatial contextual information, which assumes that the neighboring pixels are likely to belong to the same class [31]–[33]. Most of the state-of-the-art studies deal with MRF regularization for a single classifier, yielding significant improvement in the classification performance [32], [34], [35]. The performance of MRF regularization depends on the accuracy of the classifier’s probability estimates. It has been shown that the combination of several classifiers yields reliable probability estimates when compared to the single classifier. Thus, the use of an MCS to derive the data energy term for the MRF regularization is likely to improve the classification accuracy. However, only few studies tested the application of an MRF model to the MCS-based image classification [36], [37]. Furthermore, DCS/DES overcomes the structural limitation of a single classifier, as well as classifier combination or classifier fusion (CF) methods and provides more reliable probability estimates. Thus, DCS/DES emerges as a strong candidate to capture the spectral information of a hyperspectral image. There are no studies available in literature which test the application of an MRF model to the DES based image classification. Hence, the combination of the DES to extract spectral information with the MRF model to exploit spatial context into a unified framework would yield a powerful tool for hyperspectral image classification.

The main contributions of this paper are as follows. 1) We tested the performance of different DCS and DES methods, and compared the performance between DCS and DES methods for hyperspectral image classification. 2) We propose an extended version of the probabilistic model-based DES based on ELM approach. 3) We propose a new unified framework to exploit both spectral and spatial information based on DES and MRF models for hyperspectral image classification.

The flowchart of the proposed spectral–spatial DES method is shown in Fig. 1. This framework extracts the spectral information by using the DES method and the spatial information by applying the MRF model. Experiments had been conducted with two multisite airborne hyperspectral images, and results showed that proposed method yielded the improved classification accuracies when compared to the previously proposed techniques.

The remainder of this paper is organized as follows. Section II gives an overall view of the DCS and the proposed approaches. In Section III, we report the experimental results and we discuss and conclude them in Section IV.
II. METHODOLOGY

In this section, we first describe about different DCS/DES methods which we propose to apply for hyperspectral image classification and later these methods are used for comparison with our proposed method. Then, we present the proposed DCS/DES-ELM method and spectral–spatial DES approach. The term DCS indicates that only the best classifier is selected relative to each image pixel, whereas DES indicates that the subset of best classifiers is selected relative to each image pixel.

A. MCS

Let $\Psi = \{\psi_1, \psi_2, \ldots, \psi_L\}$ be the base classifiers forming an MCS, and each classifier $\psi_l$, $l = 1, 2, \ldots, L$ be a function $\psi_l: \chi \rightarrow \Omega$ from an input space $\chi \subseteq \mathbb{R}^n$ to a set of class labels $\Omega = \{\omega_1, \omega_2, \ldots, \omega_M\}$ ($M$ is the number of classes). For any given $x \in \chi$, a classifier $\psi_l$ produces a vector of decision values $d = [d_{l1}, d_{l2}, \ldots, d_{LM}]$ and $x$ is assigned to the class that has the maximum probability (decision) value. The base classifiers have to commit different types of errors in their predictions on different parts of the input space, so that the MCS produces more accurate results when compared to individual classifiers. The random subspace method (RSM) is a popular ensemble generation technique to generate multiple input data sources from a single input data, thus creating diversity among the classifiers in an MCS [12].

The RSM partitions hyperspectral image bands into $L$ subsets and each subset contains $\frac{L}{L}$ number of bands, where $P$ denotes the number of bands in the original hyperspectral image. Each input data source generated from the RSM is returned as the input to the learning algorithm $\psi$. Support vector machines (SVM) have gained interest due to their ability to deal effectively with high-dimensional data and small training sets [38], [39]. The performance of SVM varies across different input data sources, thus introducing diversity in the MCS. Apart from SVM, RSM also has the capability to mitigate the small sample size problem by the classifier $\psi_l$ assigns a class label $\omega_m$ to the image pixel $x$ (i.e., $\psi_l(x) = \omega_m$). Then, the LA of a classifier $\psi_l$ (LA is known as the classifier competence measure) is denoted by

$$LA(\psi_l|x) = \frac{N_m}{\sum_{i=1}^{M} N_{i\psi_l}}, \quad Q(x) \in V | \psi_l(v_j) = \omega_m,$$

where $N_m$ is the number of correctly classified samples by the classifier $\psi_l$ to the class $\omega_m$ in the neighborhood $Q(x)$, and $\sum_{i=1}^{M} N_{i\psi_l}$ is the number of the $k$-nearest samples of $x$ in $V$ that have been assigned to the class $\omega_m$ by the classifier $\psi_l$. The classifier which exhibits the highest LA is selected as the adaptive classifier for image pixel $x$.

$$l = \arg \max_{\psi_l} LA(\psi_l, x).$$

However, in this approach, all the neighboring samples are given equal significance and probability values of the classifiers have not been considered. The validation samples that are closer to the image pixel may have more impact than the samples that are further away. The classifiers probability values are weighted based on the distance to the neighboring samples, to improve the estimation of LA [22], labeled as posterior LA (PLA). The PLA is estimated as

$$PLA(\psi_l, x) = \frac{\sum_{v_j \in \psi_l(x) \omega_m} P(\omega_m|v_j, \psi_l) w_j}{\sum_{i=1}^{M} \sum_{v_j \in \psi_l} P(\omega_m|v_j, \psi_l) w_j},$$

where $v_j \in Q(x)$, $P(\omega_m|v_j, \psi_l)$ is the posterior probability value of the validation sample $v_j$ assigned to the class $\omega_m$ by the classifier $\psi_l$ and $w_j = 1/d_{j\psi_l}$, $d_{j\psi_l}$ is the Euclidean distance between the image pixels $x$ and $v_j$. The classifier that has the maximum PLA is selected for classifying the image pixel $x$ similar to (2). In order to select a subset of $T$ classifiers, the classifier competence values (PLA, LA) are arranged in descending order and the first $T$ classifiers are selected. The classification process is then performed by using weighted Bayesian average methods [40] and is called DES

$$P(\omega_i|x) = \sum_{t=1}^{T} \eta_t p_t(\omega_i|x), \quad i = 1, 2, \ldots, M.$$

The class label is obtained as $x \in \omega_m$, $m = \arg \max_i P(\omega_i|x)$, where $\eta_t$ is the weight of the classifier $\psi_t$ (for instance, it is obtained as $\eta_t = PLA(\psi_t, x)$), and $p_t(\omega_i|x)$ is the resulting posterior probability of class $\omega_i$ for a classifier $\psi_t$. For estimating the classifier competence in DCS. Let $V = \{(v_{1j}, j_1), (v_{2j}, j_2), \ldots, (v_{Nj}, j_N)\}$ be the validation set containing pairs of validation samples and their corresponding class labels. A brief description of different methods used to estimate the classifier competence is given below.

1) DCS/DES by LA Estimate (DCS/DES-LA): The DCS/DES-LA estimates accuracy of each classifier in a local surrounding region of the image pixel and selects the classifier that exhibits higher LA [23]. Let $x$ be an image pixel to be classified and let us consider $k$-nearest neighbors of $x$ in the validation set, denoted as $Q(x) \in V$. Without loss of generality, we assume that the classifier $\psi_l$ assigns a class label $\omega_m$ to the image pixel $x$ (i.e., $\psi_l(x) = \omega_m$). Then, the LA of a classifier $\psi_l$ (LA is known as the classifier competence measure) is denoted by

$$LA(\psi_l|x) = \frac{N_m}{\sum_{i=1}^{M} N_{i\psi_l}}, \quad Q(x) \in V | \psi_l(v_j) = \omega_m,$$

where $N_m$ is the number of correctly classified samples by the classifier $\psi_l$ to the class $\omega_m$ in the neighborhood $Q(x)$, and $\sum_{i=1}^{M} N_{i\psi_l}$ is the number of the $k$-nearest samples of $x$ in $V$ that have been assigned to the class $\omega_m$ by the classifier $\psi_l$. The classifier which exhibits the highest LA is selected as the adaptive classifier for image pixel $x$.
2) DCS/DES With Modified LA (DCS/DES-MLA): This approach is similar to DCS/DES-LA, except that the LA is estimated using weighted nearest neighbors of the image pixel \( x \). Motivated by the performance of the distance weighted k-NN classifier, Smits [24] used generalized Dudani’s weighting scheme for scaling distance with the \( s \)th nearest neighbor for scaling the distances as

\[
w_s(x) = \begin{cases} 
  \frac{d_k - d_s}{d_k - d_1}, & d_s \neq d_1, s = 3k \\
  1, & \text{otherwise} 
\end{cases}
\]  

(5)

where \( d_k \) is the distance between \( k \)th sample and the image pixel \( x \), and \( d_s \) is the distance between the \( r \)th and the \( k \)th nearest neighbor and the image pixel \( x \). The MLA is then estimated as

\[
MLA(\psi, x) = \frac{1}{R} \sum_{j \in N(x)} p(\omega_m|x_j, \psi_j)w_j.
\]  

(6)

The classifier which exhibits the maximum LA is chosen to classify each image pixel. If a subset of classifiers is selected, then classification is performed similar to (4) with \( v_l = MLA(\psi_l, x) \). Furthermore, we modified (6) by incorporating classifiers posterior probability values of the neighboring samples for better LA estimation

\[
MPLA(\psi_l, x) = \sum_{j=1}^{M} \frac{p(\omega_m|x_j, \psi_j), w_j}{\sum_{j=1}^{M} p(\omega_m|x_j, \psi_j), w_j},
\]  

(7)

where \( w_j \) is the weight obtained from (5), and \( p(\omega_m|x_j, \psi_j) \) is the posterior probability value of the validation sample \( v_j \) assigned to the class \( \omega_m \).

3) DCS/DES-Beta Probabilistic Model (DCS/DES-Beta): The third employed method to estimate the classifier competence is based on the beta probabilistic model [25]. The classifier competence is modeled as the probability of correct classification of a random reference classifier (RRC). The RRC produces a randomized vector of class supports, such that its expected value is equal to the vector of class supports produced by the classifier \( \psi_l \) for each of the samples \( v_j, j = 1, 2, \ldots, N \) in the validation set. The RRC depends on the beta probability distribution with the parameters \( \alpha_m, \beta_m, m = 1, \ldots, M \). The parameters \( \alpha_m \) and \( \beta_m \) are derived from the vector of class supports produced by the classifier \( \psi_l \).

Let \( \omega_j \) be an original class label of the sample \( v_j \in V \), and the classifier \( \psi_l \) produces a vector of class supports as \([d_1(v_j), d_2(v_j), \ldots, d_M(v_j)]\). The estimation of classifier competence can be summarized as

1) estimate the parameters of beta distribution as \( \alpha_m = Md_m(v_j), \beta_m = M[1 - d_m(v_j)] \);
2) construct the RRC and compute its conditional probability of correct classification as

\[
P_c(RRC|v_j) = \int_0^1 b(u, \alpha_m(v_j), \beta_m(v_j)) \prod_{m=1, m \neq w_l}^M B(u, \alpha_m(v_j), \beta_m(v_j)) \, du.
\]  

(8)

where \( b(u, \alpha_m(v_j), \beta_m(v_j)) \) is the beta probability distribution and \( B(u, \alpha_m(v_j), \beta_m(v_j)) = \int_0^u b(w, \alpha_m(v_j), \beta_m(v_j)) \, dw \) is the beta cumulative distribution function. The classifier competence \( C(v_l, v_j) \) for each validation sample is estimated as

\[
C(\psi_l, v_j) = P_c(RRC|v_j), \quad j = 1, 2, \ldots, N;
\]  

(9)

where \( dist(x, v_j) \) is the Euclidean distance between the image pixel \( x \) and the validation samples. The most competing classifier is selected for each pixel similar to (2). If the subset of competent classifiers is selected, then image pixels are classified by using (4). Criterion (10) is known as potential model (DCS/DES-beta potential). This method eliminates the necessity of finding the nearest neighbors for each image pixel \( x \); instead, it weights the validation samples that are closer to \( x \) with high weights and the validation samples that are farther away with low weights. However, it is required to compute \( N \) distances for each image pixel, yielding high computational complexity, especially when the image size is large.

In order to reduce the computational complexity, the classifier selection problem can be formulated as the regression problem. Let us consider \( L \) classifiers as \( L \) classes; the objective is to learn a function that selects a classifier for each of the image pixels. In other words, the classifier selector is a function \( f: V \rightarrow C \) that maps from the validation data set to the competence set of validation samples.

Let \( \{(v_1, C(\psi_1, v_1)), \ldots, (v_L, C(\psi_l, v_j))\}, l = 1, \ldots, L \) be pairs of a validation sample and its corresponding classifier competence value of the classifier \( \psi_l \). For simplicity, let \( C(\psi_l) = [C(\psi_l, v_1), C(\psi_l, v_2), \ldots, C(\psi_l, v_N)] \), now

\[
f(V; \beta_l) = \beta_l^T V \Rightarrow \beta_l^T V = C(\psi_l)
\]  

(11)

where \( \beta_l \) is the parameter to be estimated for the classifier \( \psi_l \). The classifier competence of the image pixel \( x \) can be obtained by

\[
c(\psi_l, x) = \beta_l^T \Phi(x)
\]  

(12)

and the parameter \( \beta_l \) can be obtained by pseudoinverse as

\[
\beta_l = (\Phi^T \Phi)^{-1} \Phi^T C(\psi_l)
\]  

(13)

where \( \Phi = [\phi(v_1), \ldots, \phi(v_N)] \) and \( \phi(v) \) is the polynomial transformation of the sample \( v \) as \( \sum_{r=0}^{r=3} v^r, r = 2, 3, 5 \). We empirically set \( r = 3 \). The classifier that has the maximum competence value in (12) is selected to classify the image pixel.
The transformation functions can be used. ELM is independent of its parameters, and a wide variety of the input samples. In addition to that, the performance of the ELM. The ELM method has the inherent ability to transform fast hyperspectral image classification, labeled as DCS/DES-paper, we propose DCS/DES based on ELM for accurate and classification and regression problems [27], [41], [42]. In this offer better generalization ability and fast training speed for Recently, ELM has demonstrated its superior capability to approach which is independent of feature transformation. [25]. Hence, it would be beneficial to have a DCS/DES has been shown that the DCS/DES-beta-LSR has a suboptimal feature transformation of the validation and input samples. It

DCS/DES-ELM and spectral-spatial DES is shown in Fig. 2

where \( R \) is number of the hidden nodes, \( h(v_j) = [g_1(w_1, v_j), \ldots, g_R(w_R, v_j)] \) is the output row vector of hidden layer for input \( v_j, g_i(w_1, v_j) \) is the output of the transformation function in the \( i \)th hidden node [radial basis function (RBF) is used as the transformation function, and the input weights \( w_i \) are randomly chosen], \( \beta = [\beta_1, \ldots, \beta_R] \) is the output weight between the hidden layer nodes and the output nodes, and \( C(\psi, v_j) \) is competence value of the \( j \)th validation sample of the classifier \( \psi \) obtained from (9).

For all the validation samples \( j \), (14) can represented as

\[
H\beta_t = C(\psi_t)
\]  

where \( H = \begin{bmatrix} h(v_1) \\ \vdots \\ h(v_N) \end{bmatrix} \), the parameter \( \beta_t \) is the weight vector of the hidden layer matrix and classifier competence value of the validation samples for the classifier \( \psi_t \), and this can be obtained as

\[
\beta_t = (H^TH)^{-1}H^TC(\psi_t). 
\]  

The classifier competence for an image pixel \( x \) is computed as

\[
c(\psi_t, x) = (H^TH)^{-1}H^TC(\psi_t) h(x). 
\]  

The competence values are arranged in the descending order and the first \( T \) classifiers are selected as adaptive classifiers for the image pixel \( x \). Then, classification is performed by computing the weighted Bayesian average (4), with \( \eta_k = c(\psi_t, x) \), and we call it as DES-ELM. The class label is obtained as \( x \in \omega_m \), \( m = \arg \max_k P(\psi_k/x) \) (Fig. 2).

**Spectral-Spatial DES Approach**: In the proposed method, the spatial contextual information is incorporated into

---

**Fig. 2. Flowchart of the proposed DCS/DES-ELM and DES-ELM + MRF method.**
DES-ELM classification by using the MRF-based regularization model. The DES method is only regularized with MRF model, as the DES method provides better class posterior probability estimates than the DCS method. In the MRF framework, the classification task is formulated as an energy minimization problem on the graph of image pixels. The energy to optimize is computed as a sum of spectral and spatial energy terms and assumes that a pixel belonging to a specific class tends to have neighboring pixels belonging to the same class. The MRF model can be written as

\[
\hat{\omega} = \arg \min_{\omega} \left( -\sum_{i \in \mathcal{S}} \log P(\omega_i | x_i) + \gamma \sum_{j \in N(x_i)} (1 - \delta(\omega_i, \omega_j)) \right)
\]  

(18)

where \(\delta(\cdot)\) is the Kronecker function \(\delta(\omega_i, \omega_j) = 1\) for \(\omega_i = \omega_j\); \(\delta(\omega_i, \omega_j) = 0\) for \(\omega_i \neq \omega_j\), \(N(x_i)\) is the neighboring pixels of \(x_i\), \(\hat{\omega}\) is the resulting class labels from the MRF regularization, \(\mathcal{S}\) is the set of all image pixels, and \(\gamma\) is a positive constant parameter that controls the importance of spatial smoothing. The first term \(P(\omega_i | x_i)\) characterizes the spectral information and it is derived from the DES-ELM by employing (4). The second term is expressed by using a Potts model, which favors spatially adjacent pixels to belong to the same land cover class [43]. This MRF regularization is solved by applying an efficient \(\alpha\)-expansion graph-cut-based algorithm described in [44].

### III. Experimental Results

#### A. Hyperspectral Image Description

In order to study the potential of DCS/DES for hyperspectral image classification, we adopted two benchmark hyperspectral images with different land cover settings (one in the urban area and one in the agricultural area) captured by two different sensors (ROSIS and AVIRIS).

**ROSIS University:** The first hyperspectral data set was collected over the University of Pavia, Italy by the ROSIS airborne hyperspectral sensor in the framework of HySens project managed by DLR (German national aerospace agency). The ROSIS sensor collects images in 115 spectral bands in the spectral range from 0.43 to 0.86 \(\mu\)m with a spatial resolution of 1.3 m/pixel. After the removal of noisy bands, 103 bands were selected for experiments. The image contains 610 \(\times\) 340 pixels with nine classes of interest. Fig. 3 shows a false color composite (FCC) image and its corresponding ground truth map.

**AVIRIS Indian Pines:** The second hyperspectral image was collected by the AVIRIS sensor over the Indian Pines site in the Northwestern Indiana. The AVIRIS sensor collects images in 220 spectral bands in the spectral range from 0.43 to 0.86 \(\mu\)m at 20-m spatial resolution. Twenty water absorption bands were removed, and 200 bands were used for experiments. This image contains 145 \(\times\) 145 pixels with 16 classes of interest. Fig. 4 shows the FCC image and its corresponding ground truth map.

![FCC and Ground Truth](image.png)

*Fig. 3.* (a) FCC of the ROSIS University image (R: 0.8340 \(\mu\)m G: 0.6500 \(\mu\)m B: 0.5350 \(\mu\)m). (b) Ground truth image and its corresponding class labels.

#### B. Design of Experiments

From the available ground truth samples, we randomly selected 100 samples for training, 100 samples for validation, and the remaining samples were used for testing (see Tables I and II). If the total number of available reference samples was lower than 300 samples per class, then 25% of samples were selected for training, another 25% of samples for validation, and remaining samples were used as the testing samples. The experimental results were assessed by overall accuracy (OA), average accuracy (AA), and producer accuracy (PA). In order to avoid the bias induced by random sampling of the training and validation samples, ten independent Monte Carlo runs are performed and the accuracies (OA, AA, PA) are averaged over the ten runs.

In each of the RSM, multiclass pair-wise probabilistic SVM classification with the Gaussian RBF kernel was performed [44]. The SVM parameters in all experiments were automatically tuned by using fivefold cross-validation with \(C = 2^a\), \(\alpha = \{-5, -4, ..., 15\}\) and \(\gamma = 2^b\), \(\beta = \{-15, -13, ..., 3\}\) (\(C\) is the cost function and \(\gamma\) is the width of the RBF kernel). When using the DCS-LA and DCS-MLA methods, the classifier competence was estimated based on both strategies (1) and (3), and the best results were retained. The performance of the DCS-LA and DCS-MLA approaches depends on the \(k\)-nearest neighbors of the test sample in the validation data set. Hence, we varied the value of \(k\) from 3 to 25 and only the best classification accuracies were retained. When more than one classifier was selected, the performance of the DES depended on the number of classifiers \((T)\) included in (4). Hence, in the experiment, we varied the number of classifiers from 2 to 7 and only the best accuracy is reported. However, in most of the Monte Carlo runs, the optimal results were obtained with four and five classifiers. The parameters of ELM regression were automatically tuned using fivefold cross-validation method. In the MRF model (18), the parameter \(\gamma\) that controls the spatial smoothness was tuned empirically for the optimal classification results.

Furthermore, the classifier combination or CF method using Bayesian average algorithm was adapted to combine all the
base classifiers in the MCS [40] to compare with the DCS/DES-ELM approaches. The results of the proposed spectral–spatial DES (DES-ELM + MRF) were compared with the results of the full-band SVM classification, full-band ELM classification, SB classifier, and CF. Apart from this, the proposed spectral–spatial DES method was compared with the four state-of-the-art approaches, full-band SVM + MRF [32], full-band ELM + MRF, MCS + MRF [36], composite kernels (CK) [30], and SVM ensemble fusion [12]. In the CK [30], the spatial and spectral kernels are combined to exploit the spectral and spatial information of the hyperspectral image. The spatial component of the kernel was derived from the mean of the spectral bands over a spatial neighborhood. The spectral component of the kernel was derived from the spectral information of the individual pixels. The Gaussian RBF and the polynomial kernel were considered in the CK. The experiments were conducted with different combination of the kernels (for instance, polynomial kernel for spectral information and RBF kernel for spatial information), and only the best accuracies were reported (for both images, RBF kernel was used for both spectral and spatial information). We tuned hyperparameters of the composite kernel $\gamma$, $\alpha$, and $C$ by using fivefold cross-validation and we varied the parameter $\mu$ between 0 and 1.

In the SVM ensemble fusion method [12], the hyperspectral image was partitioned into different subsets (i.e., 4 and 6 subsets for the ROSIS University and AVIRIS Indiana Pines hyperspectral images) using correlation coefficient, and each of these subsets was classified by SVM classifier. The decision function values of the individual SVM classifier were fused by one more SVM classifier (the hyperparameters are optimally tuned by fivefold cross-validation). The same number of training and testing samples were used for computing the accuracy of the state-of-the-art approaches.

C. Classification Results of RSM

Table III shows the classification accuracies of SVM classification relative to each random subspace. The results show that there is a considerable variability among the base classifiers in the MCS in terms of OA and class-specific accuracies, thus indicating the suitability of RSM for forming the MCS. The variability of classifiers accuracy is less significant for the University image. There is a 2% accuracy difference between the maximum and minimum overall classification accuracy in the MCS, whereas it is about 8% difference for the AVIRIS Indian Pines hyperspectral image.

D. Classification Results of the DCS and DES

In this section, the classification results of the different DCS/DES approaches and the proposed DES-ELM, DES-ELM + MRF methods are presented. Tables IV and V summarize accuracies of the DCS/DES for both hyperspectral images. DCS indicates that only the most competent classifier is selected for each image pixel, whereas DES indicates that a subset of classifiers was selected for each image pixel. The DCS, DCS-LA, and DCS-ELM methods yield a marginal increase in overall classification accuracies. The remaining methods resulted in 2% decrease in classification accuracies when compared to the SB classifier for both images. This observation highlights the need to select an adaptive subset of classifiers for each image pixel, instead of choosing only the most competent classifier. This is analogous to the case of selecting multiple classifiers instead of one classifier to avoid the risk of the suboptimal performance.

When a subset of classifiers is chosen for each image pixel and combined by the weighted Bayesian average method, the classification accuracy is significantly improved with all the DES approaches (except the DES-LSR method for the University image). There is a significant improvement in classification accuracy (about 5–6 percentage points) for the Indian Pines image, and a moderate improvement (about 2–3 percentage points) for the University image. Among the DES approaches, the DES-ELM achieved the highest accuracy for the University image and the DES-LA, DES-potential, and DES-ELM achieved the highest accuracies for the Indian Pines image.

The per-class and average-class accuracies have also been improved. There is about 7%–8% improvement in per-class...
TABLE II
NUMBER OF REFERENCE SAMPLES CONSIDERED FOR THE INDIANS PINES IMAGE

<table>
<thead>
<tr>
<th>Class name</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Alfalfa</td>
<td>12</td>
<td>11</td>
<td>23</td>
</tr>
<tr>
<td>2. Corn-no till</td>
<td>100</td>
<td>100</td>
<td>1228</td>
</tr>
<tr>
<td>3. Corn-min till</td>
<td>100</td>
<td>100</td>
<td>630</td>
</tr>
<tr>
<td>4. Corn</td>
<td>60</td>
<td>59</td>
<td>118</td>
</tr>
<tr>
<td>5. Hay-windowed</td>
<td>100</td>
<td>100</td>
<td>283</td>
</tr>
<tr>
<td>6. Grass/Trees</td>
<td>100</td>
<td>100</td>
<td>530</td>
</tr>
<tr>
<td>7. Grass/pasture-owed</td>
<td>7</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>8. Grass/pasture</td>
<td>100</td>
<td>100</td>
<td>278</td>
</tr>
<tr>
<td>Total</td>
<td>1158</td>
<td>1158</td>
<td>7933</td>
</tr>
</tbody>
</table>

TABLE III
OA AND AA (IN PERCENTAGE) OF THE SVM CLASSIFICATION RELATIVE TO EACH RANDOM SUBSPACE AND FULL-BAND HYPERSPECTRAL IMAGE

<table>
<thead>
<tr>
<th>Image</th>
<th>Full band</th>
<th>RSM 1</th>
<th>RSM 2</th>
<th>RSM 3</th>
<th>RSM 4</th>
<th>RSM 5</th>
<th>RSM 6</th>
<th>RSM 7</th>
<th>RSM 8</th>
<th>RSM 9</th>
<th>RSM 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>University</td>
<td>OA 87.12</td>
<td>85.36</td>
<td>84.74</td>
<td>85.47</td>
<td>83.80</td>
<td>84.05</td>
<td>85.35</td>
<td>85.97</td>
<td>82.95</td>
<td>86.19</td>
<td>85.49</td>
</tr>
<tr>
<td>AA</td>
<td>90.16</td>
<td>88.81</td>
<td>88.46</td>
<td>89.19</td>
<td>88.20</td>
<td>88.67</td>
<td>88.63</td>
<td>89.37</td>
<td>87.66</td>
<td>89.40</td>
<td>88.78</td>
</tr>
<tr>
<td>Indian</td>
<td>OA 79.04</td>
<td>76.97</td>
<td>76.75</td>
<td>72.32</td>
<td>75.39</td>
<td>75.90</td>
<td>68.23</td>
<td>75.40</td>
<td>72.74</td>
<td>75.25</td>
<td>77.06</td>
</tr>
<tr>
<td>Pines</td>
<td>AA 79.43</td>
<td>74.97</td>
<td>76.05</td>
<td>74.74</td>
<td>76.26</td>
<td>76.63</td>
<td>64.92</td>
<td>77.86</td>
<td>72.61</td>
<td>72.42</td>
<td>77.38</td>
</tr>
</tbody>
</table>

TABLE IV
PA, OA, AND AA (IN PERCENTAGE) OF THE DCS AND DES METHODS FOR THE UNIVERSITY IMAGE

<table>
<thead>
<tr>
<th>Class name</th>
<th>Dynamic classifier selection (DCS)</th>
<th>Dynamic ensemble selection (DES)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SB LA MLA Beta-Pot Beta-LSR ELM</td>
<td>LA MLA Beta-Pot Beta-LSR ELM ELM+ MRF</td>
</tr>
<tr>
<td>Asphalt</td>
<td>77.66 77.09 79.53 78.0 78.65 78.31</td>
<td>78.39 80.5 79.51 79.97 79.94 97.17</td>
</tr>
<tr>
<td>Meadows</td>
<td>86.66 87.05 84.19 81.72 82.24 85.34</td>
<td>88.75 89.22 88.96 69.47 89.78 98.92</td>
</tr>
<tr>
<td>Gravel</td>
<td>82.47 86.91 81.6 83.22 82.99 83.4</td>
<td>87.04 86.22 86.29 86.12 86.60 97.3</td>
</tr>
<tr>
<td>Trees</td>
<td>94.54 96.31 91.43 92.12 94.14 94.78</td>
<td>96.04 94.79 95.17 78.72 95.51 95.1</td>
</tr>
<tr>
<td>Bare soil</td>
<td>87.48 89.26 85.93 84.23 86.33 88.26</td>
<td>91.29 90.64 90.22 88.26 91.83 99.85</td>
</tr>
<tr>
<td>Bitumen</td>
<td>93.12 94.7 91.85 92.8 92.63 93.43</td>
<td>94.87 94.11 94.38 94.27 94.40 98.38</td>
</tr>
<tr>
<td>Bricks</td>
<td>83.28 79.39 81.38 81.84 82.02 92.01</td>
<td>84.56 85.4 85.75 85.23 85.87 98.59</td>
</tr>
<tr>
<td>AA</td>
<td>89.40 90.04 88.36 88.29 88.6 89.45</td>
<td>91.17 91.15 91.08 86.83 91.5 98.35</td>
</tr>
<tr>
<td>OA</td>
<td>86.19 86.53 84.74 83.48 83.96 86.25</td>
<td>88.18 88.56 88.38 78.16 89.82 98.41</td>
</tr>
</tbody>
</table>

The best accuracies are in bold.

accuracy for most of the classes in the Indians Pines image, while it is moderate with the University image. This observation supports the need of adopting the adaptive classifiers based on local pixel information for enhanced classification performance. However, the poor per-class accuracy is observed with the classes oats and alfalfa. This is because the classifier fails to characterize the class information due to the presence of the insufficient number of training samples. Furthermore, our proposed DES-ELM approach has outperformed other DES methods in terms of both accuracies and computational time (see Table VI).

From the above observations, we can conclude that DES-ELM better characterizes the spectral information and provides reliable probability estimates and class labels when compared to the other considered methods. The inclusion of spatial contextual information in DES-ELM by the MRF model further significantly increases classification performance. In this case (DES-ELM + MRF), the overall and average classification accuracies are improved by 12%–15% and by 9%–12% over the SB classifier, respectively. When compared to its earlier version (DES-ELM), about 9% enhancement in the classification accuracy is observed. Furthermore, the class-specific accuracies exceed 95% for medium and large spatial structures, and are less than 95% for small spatial structures (e.g., trees, alfalfa, and oats). The lower per-class classification accuracy of oats and alfalfa might be due to insufficient number of training samples. The classification maps of the SB, DES-ELM, and DES-ELM + MRF are shown in Figs. 5 and 6. Visual inspection of Figs. 5(a) and (b), and 6(a) and (b) reveal that DES produced smoother classification maps than the SB classifier. Figs. 5(c) and 6(c) confirm a significant increase in classification accuracies and highlight the potential of the MRF model to produce a smooth classification map with spatially connected regions.

Computational time analysis: Table VI shows the computational time of the different DES approaches for both
TABLE V
PA, OA, and AA (IN PERCENTAGE) OF THE DCS AND DES METHODS FOR THE INDIAN PINES IMAGE

<table>
<thead>
<tr>
<th>Class name</th>
<th>Dynamic classifier selection (DCS)</th>
<th>Dynamic ensemble selection (DES)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SB, LA, MLA, Beta-LR, ELM</td>
<td>LA, MLA, Beta-LR, ELM + MRF</td>
</tr>
<tr>
<td>Alfalfa</td>
<td>62.17 ± 9.13, 61.74 ± 83.48, 51.3 ± 48.7</td>
<td>56.96 ± 55.65, 67.39 ± 50.87, 58.7 ± 81.74</td>
</tr>
<tr>
<td>Corn-no till</td>
<td>70.2 ± 7.29, 67.35 ± 70.98, 65.58 ± 69.41</td>
<td>77.5 ± 76.47, 77.6 ± 75.52, 78.12 ± 81.74</td>
</tr>
<tr>
<td>Corn-min till</td>
<td>74.06 ± 7.46, 70.33 ± 71.51, 71.89 ± 72.89</td>
<td>78.22 ± 77.33, 79.52 ± 79.38, 79.49 ± 94.05</td>
</tr>
<tr>
<td>Corn</td>
<td>79.92 ± 8.17, 76.95 ± 74.75, 76.44 ± 80.76</td>
<td>88.47 ± 86.69, 86.86 ± 86.53, 87.37 ± 99.07</td>
</tr>
<tr>
<td>Ray</td>
<td>93.22 ± 94.95, 90.21 ± 91.31, 90.35 ± 92.08</td>
<td>94.35 ± 93.5, 93.99 ± 92.23, 93.85 ± 97.03</td>
</tr>
<tr>
<td>Hay windowed</td>
<td>90.81 ± 97.62, 91.17 ± 92.49, 92.08 ± 94.94</td>
<td>97.38 ± 96.28, 96.62 ± 92.94, 96.84 ± 99.55</td>
</tr>
<tr>
<td>Grass / pasture</td>
<td>62.86 ± 63.57, 47.14 ± 56.43, 57.14 ± 50.71</td>
<td>52.14 ± 46.43, 65.71 ± 57.62, 62.86 ± 82.14</td>
</tr>
<tr>
<td>Oats</td>
<td>32 ± 5, 29.59 ± 76.72, 75.69 ± 77.95, 80.97</td>
<td>89.84 ± 87.09, 87.64 ± 86.99, 87.33 ± 98.34</td>
</tr>
<tr>
<td>Soybeans-no till</td>
<td>67.01 ± 61.66, 62.16 ± 64.85, 65.46 ± 65.31</td>
<td>72.36 ± 72.79, 73.54 ± 73.43, 70.36 ± 91.17</td>
</tr>
<tr>
<td>Soybeans-min till</td>
<td>80.48 ± 85.06, 77.89 ± 81.93, 78.98 ± 83.66</td>
<td>91.12 ± 90.03, 90.59 ± 89.59, 88.8 ± 98.37</td>
</tr>
<tr>
<td>Soybeans-clean till</td>
<td>97.64 ± 99.22, 98.43 ± 98.14, 97.35 ± 98.04</td>
<td>99.41 ± 99.41, 99.51 ± 99.02, 99.31 ± 99.51</td>
</tr>
<tr>
<td>Woods</td>
<td>87.5 ± 92.07, 87.29 ± 87.17, 87.88 ± 89.49</td>
<td>93.46 ± 92.66, 92.92 ± 91.46, 93.16 ± 94.19</td>
</tr>
<tr>
<td>Bldy</td>
<td>69.14 ± 69.62, 71.67 ± 73.01, 69.68 ± 69.95</td>
<td>79.78 ± 81.88, 81.88 ± 73.49, 76.72 ± 99.68</td>
</tr>
<tr>
<td>Stone-steel towers</td>
<td>92.39 ± 96.74, 87.17 ± 87.59, 89.35 ± 93.26</td>
<td>95.0 ± 92.61, 92.17 ± 93.7, 93.7 ± 98.91</td>
</tr>
<tr>
<td>Acc</td>
<td>77.38 ± 78.06, 72.92 ± 76.05, 75.9 ± 76.77</td>
<td>79.72 ± 78.79, 82.77 ± 79.95, 81.32 ± 90.84</td>
</tr>
<tr>
<td>OA</td>
<td>77.06 ± 78.82, 74.37 ± 76.03, 75.45 ± 77.16</td>
<td>83.23 ± 82.65, 83.4 ± 82.18, 83.2 ± 93.12</td>
</tr>
</tbody>
</table>

The best accuracies are in bold.

TABLE VI
CPU PROCESSING TIME (IN SECONDS) OF THE DIFFERENT DES APPROACHES

<table>
<thead>
<tr>
<th>Image</th>
<th>DES-LA</th>
<th>DES-MLA</th>
<th>DES Beta-Pot</th>
<th>DES Beta-LSR</th>
<th>DES-ELM (proposed approach)</th>
</tr>
</thead>
<tbody>
<tr>
<td>University</td>
<td>2368.35</td>
<td>2164.86</td>
<td>1373.6</td>
<td>8.36</td>
<td>8.53</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>169.62</td>
<td>159.92</td>
<td>61.26</td>
<td>8.17</td>
<td>8.27</td>
</tr>
</tbody>
</table>

Since the RSM generation includes for all the methods, the CPU processing time of RSM generation is discarded.

hypespectral images. The computational time complexity of the DES-LA, DES-MLA, and DES beta potential methods is very high and it grows with the number of pixels to be classified, thus impeding the use of the DES approaches for the large-scale image classification. On the other hand, the DES-LSR and DES-ELM methods are independent of the number of pixels in the image and thus perform very fast image classification. It can be seen from Tables IV to VI that the proposed DES-ELM method outperforms the other DCS/DES approaches in terms of accuracy and computational time.

E. Comparative Performance of the Proposed Methods With the State-of-the Art Approaches

The accuracy of the DES-ELM and the spectral–spatial DES (DES-ELM + MRF) are compared with the state-of-the art pixel-wise classification methods such as full-band ELM, full-band SVM, CF or MCS, and SVM ensemble fusion method (see Table VII). The proposed DES-ELM approach outperforms the state-of-the art approaches by 2%–3% for the University image and 4%–6% for the Indian Pines hyperspectral images. Furthermore, there is a higher magnitude of improvement in accuracy about 12% for University image and 27% for Indian Pines image over the full-band ELM classifier. When compared with the SVM ensemble fusion [12], DES-ELM + MRF yields improvement of the OA by 11 percentage points for the University image and by 16 percentage points for the Indian Pines image. When compared with CF (MCS), it yields about 9% improvement for both images. In order to have a fair comparison, we also compared the performance of the proposed spectral–spatial DES with the state-of-the-art spectral–spatial classification approaches, and the results are reported in Table VII. The proposed DES-ELM + MRF method outperforms SVM + MRF [32], SB + MRF, and MCS + MRF (CF + MRF) [36] techniques by 2%–3.5% for the University image and 1.6%–2.5% for the Indian Pines image. When compared with the CK [30] and full-band ELM + MRF, the DES-ELM + MRF improved accuracy of about 4.8% and 8.2% for the University image, and 8.8% and 11.3% for Indian Pines image. Furthermore, the proposed DES-ELM + MRF approach also yields the highest class-specific accuracies. This observation highlights the potential of merging the advantages of the two different approaches into a unified framework.

In order to examine statistical significance of the results, we have conducted two-tail kappa statistical significance test and the results are shown in Table VIII. The results are statistically significant at 95% confidence interval, if the tabulated value $|Z| > 1.96$. As can be seen from Table VIII, the accuracy differences of the proposed DES-ELM are statistically significant when compared to the SB classifier, CF (MCS), full-band SVM, and SVM ensemble fusion method. However, there is no significant difference between DES-ELM and CF.
Fig. 5. Classified images of the University image. (a) SB classifier; (b) DES-ELM; and (c) DES-ELM-MRF.

Fig. 6. Classified images of the Indian Pines image. (a) SB classifier; (b) DES-ELM; and (c) DES-ELM-MRF.

TABLE VII

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>University</td>
<td>77.35</td>
<td>87.12</td>
<td>86.19</td>
<td>88.65</td>
<td>86.76</td>
<td>90.18</td>
<td>95.41</td>
<td>94.73</td>
<td>96.47</td>
<td>93.54</td>
<td>98.41</td>
</tr>
<tr>
<td>AA</td>
<td>83.35</td>
<td>90.16</td>
<td>89.40</td>
<td>91.31</td>
<td>90.24</td>
<td>93.09</td>
<td>95.51</td>
<td>95.55</td>
<td>96.14</td>
<td>94.81</td>
<td>98.35</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>50.11</td>
<td>79.04</td>
<td>77.06</td>
<td>83.22</td>
<td>76.59</td>
<td>81.73</td>
<td>90.91</td>
<td>90.5</td>
<td>91.5</td>
<td>84.31</td>
<td>93.12</td>
</tr>
<tr>
<td>AA</td>
<td>47.39</td>
<td>79.43</td>
<td>77.33</td>
<td>81.34</td>
<td>80.97</td>
<td>72.25</td>
<td>85.86</td>
<td>84.74</td>
<td>86.56</td>
<td>85.32</td>
<td>90.84</td>
</tr>
</tbody>
</table>

for the Indian Pines image. The high statistical significance values are observed when the spatial contextual information is incorporated with the DES-ELM approach. This observation confirms the advantage of the spatial contextual models to obtain accurate classification image over the pixel-wise classification methods. Furthermore, the accuracy improvement offered by the proposed DES-ELM + MRF approach is statistically significant when compared with the state-of-the-art spectral–spatial classification models.

IV. DISCUSSION AND CONCLUSION

MCS has evolved as a promising approach for hyperspectral image classification. The classifiers in the MCS are combined in two ways by CF and classifier selection. Many studies have demonstrated that combining multiple classifiers (for instance, Bayesian average) has the potential to deliver significant performance for hyperspectral image classification [8], [46]. However, the classifiers forming the MCS have to be diverse in order to get enhanced performance; otherwise, the result may be suboptimal. It is understood that along with the diversity constraint, the classifiers forming the MCS should also be accurate enough to enrich the performance of the MCS. This requirement is often met by developing methodologies, which select both diverse and high performance classifiers. However, most often all the selected classifiers take part in the decision-making and do not account for local class diversity and distribution variations within the image. Dynamic classifier (ensemble) selection is an alternative way of combining multiple classifiers in the MCS, by selecting a classifier (or a subset of classifiers) relative to each image pixel [25]. Most of the previous studies using MCS for hyperspectral image classification are focused on the classifier combination or CF, while little or no attention has been paid to the classifier selection mechanism.

In this paper, we proposed a new method for hyperspectral image classification, which explores the potential of the
DCS/DES. The LA-based methods and DCS/DES-beta potential compute the distance between each image (test) pixel and the whole set of validation samples, resulting in a computational burden. On the other hand, DCS/DES-beta LSR finds a function that maps the validation data samples to the classifier competence and reduces the computational burden at the cost of accuracy. Hence, it will be beneficial to have an effective framework which reduces the computational burden without reducing the accuracy. We proposed an ELM-based regression framework, which estimates the function mapping validation samples to the classifier competence measure, thus reducing the computational burden without degrading the accuracy. Furthermore, ignoring the spatial correlation among the neighboring pixels yields poor classification. Our proposed spectral–spatial classification framework combines both the spectral information from the DES-ELM and spatial contextual information, resulting in accurate and smooth classification maps. Experimental results show that selecting one best classifier is not an optimal choice and it could end up with the accuracy no better or less than SB classifier. On the other hand, when the subset of classifiers is selected, DES offers 2%–6% increase in classification accuracy. The proposed DES-ELM method outperforms the existing DES methods in terms of accuracy and computational aspects.

Compared to the single classifier, DES-ELM provides reliable probability estimates by alleviating the limitation of the single classifiers and the CF, and emerges as a strong candidate to extract the spectral information. The incorporation of the spatial contextual information shows remarkable performance of about 9% in OA over the pixel-wise classification of DES-ELM. Compared to the pixel-based classification methods (full-band ELM, full-band SVM, SB, CF, and SVM ensemble fusion [12]), there is 9%–27% increase in OA. Similarly, the proposed spectral–spatial DES method shows very high performance when compared to the state-of-the-art spectral–spatial classification approaches (full-band ELM + MRF, full-band SVM + MRF [32], MCS + MRF [36], and CK [30]). Furthermore, Table VIII indicates that there is no significant difference in classification accuracy between CF (MCS) and DES-ELM for the Indian Pines image, but there is a significant accuracy difference when the spatial information is incorporated by MRF model. This indicates the superior capability of DES-ELM to better characterize the spectral information and provide reliable probability estimates to be used with MRF regularization, when compared to the CF and SB classifiers. In addition, the experiments are performed with few training samples per class (around 5% of total reference samples for the University image and around 20% of total reference samples for the Indian Pines image). The limitation of the DES methods is that the number of classifiers to be selected is fixed and uniform across all the image pixels. In our future work, we would like to propose a strategy to adaptively determine the number of classifiers to be selected relative to each image pixel, so that it could further improve the classification accuracy.
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