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An Eye on the Elephant in the Wild:
A Performance Evaluation of Hadoop’s
Schedulers Under Failures

Shadi Ibrahim* * *, Tran Anh Phuong’, and Gabriel Antoniu

Inria Rennes - Bretagne Atlantique Research Center,
Rennes, France

Abstract. Large-scale data analysis has increasingly come to rely on
MapReduce and its open-source implementation Hadoop. Recently, Hadoop
has not only been used for running single batch jobs but it has also been
optimized to simultaneously support the execution of multiple jobs be-
longing to multiple concurrent users. Several schedulers (i.e., Fifo, Fair,
and Capacity schedulers) have been proposed to optimize locality exe-
cutions of tasks but do not consider failures, although, evidence in the
literature shows that faults do occur and can probably result in perfor-
mance problems.

In this paper, we have designed a set of experiments to evaluate the per-
formance of Hadoop under failure when applying several schedulers (i.e.,
explore the conflict between job scheduling, exposing locality executions,
and failures). Our results reveal several drawbacks of current Hadoop’s
mechanism in prioritizing failed tasks. By trying to launch failed tasks
as soon as possible regardless of locality, it significantly increases the
execution time of jobs with failed tasks, due to two reasons: 1) available
resources might not be freed up as quickly as expected and 2) failed
tasks might be re-executed on machines with no data on it, introduc-
ing extra cost for data transferring through network, which is normally
the most scarce resource in today’s data-centers. Our preliminary study
with Hadoop not only helps us to understand the interplay between
fault-tolerance and job scheduling, but also offers useful insights into
optimizing the current schedulers to be more efficient in case of failures.

Keywords: MapReduce; Hadoop; cloud computing; failure; schedulers

1 Introduction

Data insight forms an essential part in today’s decision making process. With
the massive growth in available data, companies are spending millions of dollars
on business intelligence and big data analytics [21]. Companies become data-
driven, shifting the business policies from the traditional instinct-based decision

*** Contact author: Shadi Ibrahim; Inria, Campus Universitaire de Beaulieu, 35042
Rennes, France; Phone: +33(0)299842534; email: shadi.ibrahim@inria.fr.
T This work was done while Tran Anh Phuong was an intern at Inria Rennes.



to analyzing available data. Internet-centric enterprisers are among the most
active players in the big data analytic field. Yahoo! uses its large datasets to
support research for the advertisement system. In 2008, Yahoo! reported that
24 billions events are processed per day in the effort of analyzing Web visitors’
behavior [4]. Other institutes have also reported to process datasets in the order
of terabytes or even petabytes [25][22].

The practice of analyzing huge amounts of data motivated the development
of data intensive processing tools. In this context, Hadoop [2], an open-source
implementation of Google MapReduce framework [9], is emerging as a prominent
tool for big data processing and it is now widely adopted by both industry and
academia [19][18]. For example, Facebook claimed to have the world’s largest
Hadoop cluster [7] with more than 2000 machines and running up to 25000
MapReduce jobs per day. Well-known cloud providers such as Amazon, Google
and Microsoft respond to the need of data processing by equipping their soft-
ware stack with a MapReduce-like system such as Hadoop in Amazon. Amazon
Elastic MapReduce [1] is an example for platforms that facilitate large-scale data
applications. Many successful case studies have demonstrated the simplicity, con-
venience and elasticity of MapReduce-cloud (i.e., MapReduce-based service in
public cloud). For example, the New York Times rented 100 virtual machines
for a day and used Hadoop to convert 11 million scanned articles to PDFs [13].

Hadoop has been recently used to support the execution of multiple jobs
belonging to multiple concurrent users. Therefore, several schedulers (i.e., Fifo,
Fair, and Capacity schedulers) were proposed to allow administrators to share
their cluster resources among users with a certain level of fairness and/or perfor-
mance guarantee. These schedulers adopt a resource management model based
on slots to represent the capacity of a cluster: each worker in a Hadoop cluster
is configured to use a fixed number of map slots and reduce slots in which it can
run tasks.

In response to reliability, evidence shows that failures do happen in clouds
[12]. In fact, researchers interested in fault tolerance have accepted that failure
is becoming a norm, rather than an exception. For instance, Dean reported that
in the first year of a cluster at Google there were thousand individual failures
and thousand of hard drive failures [8]. Despite this prevalence of failures, with
the absence of clear definition of Quality of Service (i.e., QoS) in the cloud
(e.g., Amazon offers 99.99% uptime), the expenses of failures entirely rest on
users, regardless of the root causes. With respect to MapReduce on clouds, cloud
providers rely completely on the fault-tolerance mechanisms which are provided
by Hadoop system. This policy entitles users the freedom to tune these fault
tolerance mechanisms, but leaving also the consequences and the expenses on
the users side.

Our contribution

Hadoop gracefully handles failures by simply re-executing all the failed tasks.
However, all these efforts to handle failures are entirely entrusted to the core of



Hadoop and hidden from the job schedulers. This potentially leads to degrada-
tion in Hadoop’s performance.

This paper aims at exploring the problem of failures in a shared Hadoop clus-
ter. In particular, the paper presents a systematic performance evaluation of the
three built-in schedulers (i.e., the Fifo scheduler, the Fair scheduler and the Ca-
pacity scheduler) under failure. Accordingly, we conduct a series of experiments
to assess the impact of stress (a mild variance of failure) and failures in the exe-
cution of multiple applications in Hadoop. Our results reveal several drawbacks
of current Hadoop’s mechanism in prioritizing failed tasks. By trying to launch
failed tasks as soon as possible regardless of locality, it significantly increases the
execution time of jobs with failed tasks, due to two reasons: 1) available slots
might not be freed up as quickly as expected and 2) the slots might belong to
machines with no data on it, introducing extra cost for data transferring through
network, which is normally the most scarce resource in today’s data-centers [23].

Paper Organization

The rest of this paper is organized as follows: section 2 provides background
into the Hadoop system, a glimpse on the fault-tolerance mechanism of Hadoop,
as well as the three built-in schedulers. Section 3 provides an overview of our
methodologies, followed by the experimental results in Sections 4 and 5. Section
6 discusses open-issues and new possibilities to improve Hadoop performance
under failure. Finally, we conclude the paper and propose our future work in
Section 7.

2 Background

We provide a brief background on Hadoop, its fault-tolerance mechanisms and
scheduling in Hadoop clusters.

2.1 Hadoop

Hadoop, an open-source implementation of MapReduce [9], is used to process
massive amounts of data on clusters. Users submit jobs as consisting of two
functions: map and reduce. These jobs are further divided into tasks which is
the unit of computation in Hadoop. Input and output of these jobs are stored
in a distributed file system. Each input block is assigned to one map task and
composed of key-value pairs. In the map phase, map tasks read the input blocks
and generate the intermediate results by applying the user defined map function.
These intermediate results are stored on compute node where the map task is
executed. In the reduce phase, each reduce task fetches these intermediate results
for the key-set assigned to it and produces the final output by aggregating the
values which have the same key.

In Hadoop, job execution is performed with a master-slave configuration.
JobTracker, Hadoop master node, schedules the tasks to the slave nodes and



monitors the progress of the job execution. TaskTrackers, slave nodes, run the
user defined map and reduce functions upon the task assignment by the Job-
Tracker. Each TaskTracker has a certain number of map and reduce slots which
determines the maximum number of map and reduce tasks that it can run. Com-
munication between master and slave nodes is done through heartbeat messages.
At every heartbeat, TaskTrackers send their status to the JobTracker. Then,
JobTracker will assign map/reduce tasks depending on the capacity of the Task-
Tracker and also by considering the locality of the map tasks (i.e., among the
TaskTrackers with free slots, the one with the data on it will be chosen for the
map task).

2.2 Fault-tolerance in Hadoop

Hadoop employs a static timeout mechanism for the detection of fail-stop fail-
ures. It keeps track of each TaskTracker’s last heartbeat, so that if a TaskTracker
has not sent any heartbeat in a certain amount of time, that TaskTracker will be
declared failed. Each TaskTracker sends a heartbeat every 0.3s (many literatures
have claimed that the heartbeat interval is 3 seconds [11], however here we use
the value we found in the source code). The JobTracker checks every 200s for
any TaskTracker that has been silent for 600s. Once found, the TaskTracker is
labeled as failed, and the JobTracker will trigger the failure handling and recov-
ery process. Tasks that were running on the failed TaskTracker will be restarted
on other machines. Map tasks that completed on this TaskTracker will also be
restarted if they belong to jobs that are still in progress and contain some reduce
tasks. Completed reduce tasks are not restarted, as the output is stored persis-
tently on HDFS. Hadoop’s failed tasks are either added to a queue for failed
tasks (map task), or back to non-running queue (reduce task). Both queues are
sorted in the order of failed attempts: tasks with higher times of failures are
positioned at the beginning of the queues. In case tasks have the same number
of failed retries (each task has five opportunities to run and therefore can fail at
most four times[14]), the task ID is used to tie break.

2.3 Multiple job scheduling in Hadoop

Hadoop runs several maps and reducers concurrently on each TaskTracker to
overlap computation, I/O, and communication. At each heartbeat, TaskTracker
notifies JobTracker on the number of available slots it currently has. JobTracker
assigns tasks depending on jobs’ priority, number of non-running tasks and po-
tentially other criteria. The first version of Hadoop comes with a fixed Fifo
scheduler, which was good for traditional usages such as Web Indexing or log
mining, but rather inflexible and could not be tailored to different needs or
different workload types.

Since the bug report Hadoop-3412', Hadoop has been modified to accept
pluggable schedulers, which allows the use of new scheduling algorithm to help

! https://issues.apache.org/jira/browse/HADOOP-3412



optimizing jobs with different specific characteristics. At the current stable
version, Apache Hadoop is augmented with three readily available schedulers,
namely the default Fifo scheduler, the Fair scheduler and the Capacity scheduler.

Fifo scheduler. Fifo scheduler is the original scheduler that was integrated
inside the JobTracker. In Fifo scheduling, the JobTracker simply pulls jobs from
a single job queue. Although the scheduler’s name suggests the prioritization of
old jobs, Fifo scheduler also takes into account jobs’ priority.

Fair scheduler. Fair scheduler uses a two-level scheduling hierarchy. At the top
level, cluster slots are allocated across pools using weighted fair sharing i.e. the
higher the weight a pool is configured with, the more resources it can acquire.
Each user, by default, is assigned one pool. At the second level and within each
pool, slots are divided among jobs, using either Fifo with priorities (the same
with Fifo scheduler) or a second level of fair sharing. In the second level of fair
scheduling, each job is assigned a weight equal to the product of its (user-defined)
priority and the number of tasks. Jobs with higher number of tasks generally
need more time to finish, and will be assigned more task slots. Note that Fair
scheduler associates the number of tasks with the length of job, which means it
assumes tasks have the same length. This assumption is not necessary true since
the length of a task differs between applications: even with the same amount
of data, a complicated map (reduce) function will probably take more time to
finish than a simple map (reduce) function.

Fair scheduler uses Kill action to guarantee that pools meet their minimum
share. The minimum share is defined as the minimum number of slots that a
pool is given at run-time. The minimum share is automatically adjusted if the
total minimum share of all pools exceeds the number of slots in the cluster.

Fair scheduler gracefully embraces short jobs, to which locality is of high
importance. Fair scheduler is therefore equipped with the Delay technique, which
allows the execution of a task on a TaskTracker to be postponed if the scheduler
can find a local task for that TaskTracker. Postponed tasks are recorded so that if
a task has waited for too long, it will be launched at the next free slot regardless
of locality. This is to avoid starvation for tasks in a big cluster, where the chance
for a task to have local data on a certain node is rather low.

Capacity scheduler. Capacity scheduler aims to facilitate sharing resources
in multi-tenant Hadoop cluster. The central idea is that the resources are par-
titioned among tenants based on computing needs. Unused quotas are divided
equally among using tenants.

Although the idea is rather similar to Fair scheduler, Capacity scheduler
has some of its own characteristics. JobTracker is considered as a rather scarce
resource, therefore the number of initialized jobs are limited i.e. not all jobs are
always initialized upon submission. Jobs are divided into queues and accessed
sequentially in a manner similar to Fifo. Once a job started, it will not be



preempted by other jobs. Preemption is an interesting functionality, but not yet
been implemented.

3 Experiment settings

3.1 Cluster setup

We conduct our experiments on Grid’5000 [3]. Grid’5000 is a large-scale experi-
ment testbed, which provides the research community with a highly configurable
infrastructure. We perform our experiment on Rennes site with 21 nodes: 1 mas-
ter node running the JobTracker and NameNode processes, and 20 slave nodes
running TaskTracker and DataNode processes (all the other experiments, unless
stated otherwise, will always have 1 dedicated node as the master, and many
other slave nodes). Each node is equipped with 2.5Ghz Intel Xeon L5420 CPU
with 8 cores, 16GB Memory and one 320GB SATA II hard drive. Nodes are
connected using Gigabit Ethernet cable.

3.2 Hadoop setup

On the Grid’5000 testbed described above, we deployed and configured a Hadoop
cluster using the 1.2.1 stable version. Each node is configured with 6 map slots
and 2 reduce slots (1 slot per core on average). The number of reduce tasks is set
at 40 tasks. The HDF'S replication is set at 2, and the block size is set at 128MB
(default block size in Hadoop). To better cope with small workload, we set the
expiry time (the amount of time a JobTracker will wait before declaring a Task-
Tracker failed if there was no heartbeat from that TaskTracker) to 60 seconds
instead of the default 600 seconds. Besides that, all the other configurations are
kept at the default value.

3.3 Benchmarks

Throughout our evaluation, we use primarily the WordCount and TeraSort ap-
plications from the official Hadoop release’s example package (i.e., the main
benchmark used to evaluating MapReduce Hadoop [9][27]). Data is extracted
from PUMA data set [5] to create different input sizes.

3.4 Jobs

We run a series of 6 jobs (from the combinations between applications and input
sizes), see Table 1. Each job is submitted 10 seconds after each other, and job
types are intermixed so that we have mixed sets of long, medium and short jobs
of different characteristics.



# Application Input size
1 TeraSort 31GB
2 WordCount 11GB
3 TeraSort 2.8GB
4 WordCount 30GB
5 TeraSort 12GB
6 WordCount 1.1GB

Table 1. List of jobs and their input size used in the experiment, in the order of
submission

4 Hadoop under stress

In this experiment, we want to understand Hadoop’s behavior under the con-
dition when one of the nodes in the cluster got stressed. In a shared cluster,
nodes may run many different processes at the same time for utilization reasons.
It is not uncommon to have some of the nodes having more running processes
than other nodes. The situation becomes more significant when virtualization is
employed [17]. Since each of the virtualized machines (i.e., VMs) has to compete
for resources from the physical machines, spontaneous congestions can happen
frequently [15].

4.1 Stressing

We launch some extra processes (while loop for CPU stress & dd command for
I/O stress) on one of the nodes from the slave set. These processes act as the
stress factor on that node. Each process lasts for 30 seconds, and is launched
interleaved with each other. Between any 2 stressing processes there is a gap of
30 seconds of stress-free to simulate sporadic stress condition. The first stress
process is launched 60 seconds from the beginning of the experiment.

4.2 Results

Total execution time and data locality. Figure 1 presents the total execu-
tion time of the experiment test under 2 different scenarios. In normal situation,
all the three schedulers demonstrate similar performances in term of finishing
time: Fair and Capacity schedulers both finish after 249 seconds, and Fifo fin-
ishes after 246 seconds. In stressed condition, the three schedulers start to show
some differences. Fifo scheduler once again finishes the first with 4 seconds of
degradation. Capacity scheduler also suffers the same amount, while Fair sched-
uler gets prolonged for 7 seconds (finishes after 256 seconds) and becomes the
slowest among the three.

Figure 2 presents the locality (the ratio between the number of locally exe-
cuted tasks and total number of tasks) of the 3 schedulers under different situ-
ations. Fair scheduler demonstrates the highest locality as expected, thanks to
the Delay technique. Fifo scheduler and Capacity scheduler demonstrate similar
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Fig. 2. Data locality of the 3 scheduler under different situations

performance in this aspect, and significantly lower compared to Fair scheduler.
The difference was not reflected in the total execution time, as network band-
width is rather abundant in our experiment: all the nodes are in the same rack,
and besides Hadoop, there was no other users’ running processes that involves
network during the course of the experiment. The result of this abundance is that
even a chunk of 128MB can be quickly transferred between nodes without much
delay. This setting is normally not true in a multi-purpose, multi-tenant cluster:
network bandwidth is generally considered as a scarce type of resource [24].

Under stressed conditions, all three schedulers witness degradation in data
locality. This is because tasks on the stressed node are likely to become stragglers,
and receive speculation from Hadoop. Although Hadoop also tries to provide
locality for these speculative tasks, if the original copy was launched on a node
with data, then the second launch will have less chance to be local.

Another effect of stressing a node is that the increase in number of speculative
tasks is accompanied with more waste in the resources. Speculative tasks are
launched, but they eventually are killed when the original tasks finish. We can
see more about this phenomenon in figure 3 and 4.



Speculative task
Useful specul ative task

MNumber of tasks
R U 3y 00

[=leleleleleleles]e)

Rfo o | FANTANAN .

0 50 100 150 200 250 300 350

Speculative task
Useful specul ative task

i /\—AA .
50 100 150 200 250

300 350

Mumber of tasks
H R U Sy 00

[]elelelelelelele)
T

2 80 T T T T
w70 L Speculative task ]
= 80 | Useful specul ative task E
5 38 F ]
g3 ot ]
20 + B
E
3 18 [ capacity /" S | f\_/\\ ) 1
4] 50 100 150 200 250 300 350

Fig. 3. Speculation execution in normal situation of the 3 schedulers

Speculation execution. Figure 3 shows the number of running speculative
tasks at different points in time of the normal scenario. The green color depicts
the total number of running speculative tasks, while the red color, noted as
“Useful speculative tasks”, illustrates those speculative tasks that actually finish
before the original one, and hence, are meaningful. Note that the figure shows
the number of running speculative tasks at different points in time during the
course of the experiment: tasks are generally accounted for more than once. The
shaded region marks the duration during which stress processes are running.
Although there were no stress processes during normal scenario, we keep the
shaded color for the ease of comparison with stressed scenarios. Figure 3 shows
that the speculation mechanism in Hadoop is not very effective in this scenario:
most of the speculative tasks are actually wasted.

Figure 3 also compares the difference in how each scheduler chooses tasks
to speculate. Fifo scheduler and Capacity scheduler show a similar pattern in
speculative execution: when running Capacity without concerning about share,
the default queue in Capacity is basically a Fifo queue. However, there are still
some differences in the number of concurrently running speculative tasks at a
moment: Fifo scheduler has the padding mechanism to slow down the rate of
assigning tasks while Capacity scheduler does not, and this difference alters
the number of occupied slots in the last wave of a job. Fair scheduler has less
speculative tasks compared to the other two schedulers.

Figure 4 illustrates the speculative execution of the 3 schedulers, but in the
scenario of stress. Both the number of speculative tasks, as well as the number of
useful tasks increase (though slightly), showing the effect of stressing processes
on Hadoop. Once again, Fifo and Capacity schedulers show similar behavior,
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Fig. 4. Speculation execution in stressed situation of the 3 schedulers

while Fair scheduler still introduces less number of speculative tasks compared
to the other two. The occurrence of speculative tasks is generally delayed a few
seconds: this is because stressed node takes more time to finish its tasks, and
therefore delays the last wave for a short period of time. We can also observe
more “useful speculative tasks” (red tasks): speculative mechanism proves to be
useful, though limited.

5 Hadoop under failure

We evaluate Hadoop’s performance when there are failures in the system. To
mimic the failure, we simply kill the TaskTracker process on one of the slave
nodes. Failure injection time is set at 80 seconds since the beginning of the
experiment. TaskTracker process is never restarted (fail-stop). DataNode process
is kept running, so that no re-replicate activities occur. Data is still accessible
from that node, but there will be no more tasks to be launched from the same
machine.

The default expiry time (the amount of time after which a TaskTracker will
be declared “lost” if there was no hearbeat) is 600 seconds. This value is con-
siderably large compared to the job size (the largest job in this experiment only
takes around 200 seconds to finish). We change this value to 60 seconds for a
more timely reaction to failure.
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Total execution time and locality. Figure 5 presents the total execution time
in 3 different scenarios: Normal, stress and failure. The stress scenario is included
for better comparison. As we can see from 5, failure prolongs the execution of
Hadoop jobs by a significant amount of time as much as 56 seconds (Capac-
ity). Fair scheduler appears to suffer the least: its execution time is prolonged
for only 29 seconds, and it also finishes the fastest among the three schedulers
under failure (278 seconds compared to 294 seconds for Fifo, and 305 seconds
for Capacity scheduler).

The small degradation of Fair scheduler can be explained by the fact that
Fair scheduler allows multiple jobs to share the cluster proportional to their job
sizes. Each job now has less resources at a point in time compared to that in Fifo.
When a failure occurs, since jobs have been progressing slower than that in Fifo,
they can overlap the meaningful effort (to finish other tasks) with the expiry
time (failure detection window). Besides since the failed node only accounts for
5% of the total number of slots, there may be chances that none of the tasks
on the failed node belongs to some jobs (specially reduce tasks). These jobs will
not be blocked and can be finished even during the failure detection window.
This helps limit the impact of a node failure on jobs under the scheduling of Fair
scheduler.

Figure 6 shows the percentage of locally executed tasks over the total number
of tasks in the 3 different scenarios: Normal, stress, and failure. Fair scheduler
still enjoys the highest number of locality, even though this number is decreasing.
Fifo and Capacity scheduler show some degradation, though this degradation is
rather small compared to Fair scheduler. To explain about this phenomenon,
remember that Fair scheduler was designed based on the assumption that most
tasks are short and therefore, node will release slot quickly enough for other
tasks to get locally executed. However in case of failure, the long failure detec-
tion time (expiry time) creates the illusion of long-lasting tasks on failed node.
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These “fake” long tasks break the assumption of Fair scheduler, leading to high
degradation.
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Fig. 7. Speculation execution in the Failure scenario of the 3 schedulers

Speculative execution. Figure 7 demonstrates the speculative execution of
the 3 schedulers under failure. The number of “useful speculative” increased
compared to normal execution (Figure 3). This is because during the 60 seconds
between the failure of TaskTracker and its failure discovery, some speculative
tasks were launched and finished successfully. Other than this increase in the
number of successful speculative tasks, all other observations remain the same:



Fifo and Capacity schedulers show a similar pattern in speculative execution;
Fair scheduler has the least number of speculative tasks among the three.
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Although rather obvious, we also include a situation when the default expiry
time (600 seconds) is used. The total execution time is by far longer in this
default setting. This is because there are some already finished tasks on the
failed node when it failed. These map outputs will either have to wait until the
node is declared failed, or there are enough “Failed to fetch map output” [11]
notifications in order to be re-executed. The longer the expiry time, the longer the
job is blocked, and therefore total execution time becomes longer. Speculation
mechanism does not improve the situation, as it can only speculate currently
running tasks.

6 Discussion on Hadoop performance under failure

Failures significantly increase the execution time of Hadoop applications. There
are two factors that contribute to this degradation: the delay in failure detection,
and the failure handling mechanism that Hadoop employs.

Hadoop uses a fixed value for the expiry time regardless of the workload.
The default value is 10 minutes, which is of disadvantages to small jobs [11].
Although the delay would be the same in value, the toll for larger jobs (jobs
that take longer time to finish) is relatively smaller. Besides, during the period
of failure detection, larger jobs might have other unfinished tasks to run, so the
delay time overlaps with other tasks’ execution time and therefore, the penalty
can be reduced even more. However, it is not the case for small jobs. There
has been effort in trying to adaptively adjust the expiry time. Zhu et al. [28]
introduce a job size estimator in order to adjust this value according to job size.
Smaller jobs will benefit greatly from this adaptive expiry time value in case of
failure.



Other efforts to improve Hadoop performance under failure include attempts
to protect intermediate data. Upon failure, intermediate map output that is
stored on the failed machine becomes inaccessible for unfinished reduce tasks,
and those tasks need to be re-executed. Ko et al. [20] propose an Intermediate
Storage System (ISS) that incorporates three replication techniques (i.e., asyn-
chronous replication, rack-level replication, and selective replication) to keep in-
termediate data safe under failures while minimizing the performance overhead
of replication. Another attempt is from Bicer et al. [6]. Their system design can
be seen as a checkpoint based approach, where the reduction object is periodi-
cally copied to another node. Therefore, if one worker fails, its reduction value
exists on another node.

Preserving intermediate data can be promising in case of failures, but it
induces a very high cost in term of resources (storage space) as well as time
(replicating intermediate data to a number of machines is costly). It also affects
the resources utilization, as intermediate data is generally only useful during the
course of the job, and will be discarded after the job finishes.

There exist other problems regarding the failure handling mechanism of
Hadoop that often gets overseen. When a task is declared failed, it gets “special
treatment” in the manner that, failed tasks will be launched as soon as any slot
becomes available, regardless of data locality. In a cluster where DataNode and
TaskTracker processes co-reside, a machine failure will reduce the replication
factor for those data splits originally on that node. Given that Hadoop tries its
best to provide locality for tasks in normal situations, it is likely that the failed
tasks will have one less machine to run locally, which in turn leads to lower
locality in general.

Providing locality for tasks is crucial for performance of Hadoop in large
clusters because network bisection bandwidth becomes a bottleneck [10][16]. Be-
sides, since most of the Hadoop usage is for small jobs (jobs with a small number
of map tasks)[26], it is difficult for a small job to obtain slots on nodes with local
data. Data then has to be transferred through the network, which might sig-
nificantly increase the execution time if network bandwidth is scarce. Providing
locality for these jobs will greatly increase the performance of Hadoop in term
of time and resource preserving.

Unfortunately, achieving high locality is not easy. Zaharia et al. [26] introduce
the Delay technique inside the Fair scheduler to improve locality of tasks. Instead
of strictly following the order of jobs, Fair scheduler allows behind jobs to launch
their tasks first if the head-of-line job fails to launch a local task. However, Fair
scheduler bases on an assumption that tasks are mostly short and slots are freed
up quickly. In case of long tasks that occupy the slots, node may not free up
quickly enough for other jobs to achieve locality.

In the effort to overcome the above-mentioned problems, hereafter, we will
briefly discuss the potential benefit of applying preemption. Preemption allows
a task to quickly release the slot for more urgent tasks. Locality can be assured
with the employment of preemption. Also preemption allows the scheduler to
have better control of the resources (i.e., the task slots) so that optimal efficiency



can be obtained. Shorter tasks can preempt a longer one to achieve fast response
time.

Hadoop comes with an extreme version of preemption: Kill action. A task can
be instructed to stop executing at any time. Traditional Hadoop and its default
scheduler Fifo uses Kill to regulate the execution of speculative tasks. When
either copy of the original - speculative pair of a task finishes, Hadoop instructs
the other to stop to save resource consumption and preserve the correctness of
execution. Fair scheduler uses Kill action to ensure fair share to pools. When a
pool suffers from under-share for a long enough period of time, Fair scheduler
issues Kill actions to over-share pools to reclaim the slots for under-share ones.
However, Kill actions have a major drawback of wasting previous work.

7 Conclusion

The unprecedented growth in data-center technologies in the recent years opens
new opportunities for data-intensive applications on cloud. Many MapReduce-
like systems have been introduced as services. MapReduce on cloud provides an
economical way for smaller businesses to take advantages of this simple yet pow-
erful programming paradigm. However, users have to pay the expenses of failures,
which have become a norm rather than an exception. Thus, fault-tolerance for
MapReduce becomes a topic that attracts much interest from both academy and
industrial institutes. In this paper, we investigate how Hadoop and its built-in
schedulers behave under failures. We observe that the current Hadoop’s mecha-
nism, by prioritizing failed tasks and not coordinating with the job schedulers,
significantly increases the execution time of jobs with failed tasks, due to the
time waiting for free slots and ignoring data locality when re-executing failed
tasks. We believe the insights drawn from this paper can serve as guidelines
for efficiently deploying and executing data-intensive applications in large-scale
data-centers.

As future work, we intend to design and implement a new mechanism to
improve the locality of failed task execution. As a first step, we are currently
investigating the possibility of building a new preemption technique to allow
flexible scheduling of failed tasks.
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