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Analysis of biclusters with applications to
gene expression data†

Gahyun Park1 and Wojciech Szpankowski1

1Department of Computer Sciences, Purdue University, West Lafayette, IN 47907, USA.

For a given matrix of sizen ×m over a finite alphabetA, a bicluster is a submatrix composed of selected columns
and rows satisfying a certain property. In microarrays analysis one searches for largest biclusters in which selected
rows constitute the same string (pattern); in another formulation of the problem one tries to find a maximally dense
submatrix. In a conceptually similar problem, namely the bipartite clique problem on graphs, one looks for the largest
binary submatrix with all ‘1’. In this paper, we assume that the original matrix is generated by a memoryless source
over a finite alphabetA. We first consider the case where the selected biclusters are square submatrices and prove that
with high probability (whp) the largest (square) bicluster having the same row-pattern is of sizelog2

Q nm whereQ−1

is the (largest) probability of a symbol. We observe, however, that when we consideranysubmatrices (not justsquare
submatrices), then the largest area of a bicluster jumps toAn (whp) whereA is an explicitly computable constant.
These findings complete some recent results concerning maximal biclusters and maximum balanced bicliques for
random bipartite graphs.

Keywords: Random matrix, two-dimensional patterns, bicluster, microarray data, biclique.

1 Introduction
Clustering is a well known algorithmic technique that partitions a set of input data (vectors) into sub-
sets such that data in the same subset are close to one another in some metric. Recent developments in
computational biology, in particular, microarray analysis, have commenced a resurgence of interest in the
problem of finding hidden structures in large matrices (cf. Wang et al. (2002); Tanay et al. (2002)). In
particular, one is interested in determining the similarity in asubsetof higher dimensions (subset that has
to be determined as well). This problem is known asbiclustering. More formally, it can be defined as the
problem of finding a partition of the vectors and a subset of the dimensions such that the projections along
those directions of the vectors in each cluster are close to one another.

In many applications often the problem of interest is to find a bicluster (satisfying some additional
property) with the largest area. For example, in gene expression data one searches for the largest submatrix
with the property that all rows have the same pattern (i.e., are the same). This problem is known to be
NP-complete. Therefore, there is interest in finding efficient heuristics to find large biclusters (cf. Lonardi
et al. (2004); Q. Sheng and Moor (2003); Tanay et al. (2002); Wu et al. (2004)). Once a bicluster is found,
one must assess its (statistical) significance, which can be accomplished by comparing it to an atypical
bicluster found in a reference model. In this paper, we assume that the reference model is a probabilistic
model in which a matrixn × m over a finite alphabetA of sizeV is generated by a memoryless source.
Our goal is to determine the size of atypical largest submatrix (bicluster) consisting of the same rows. We
shall argue then that any bicluster found in thereal model (e.g., microarray) is statistically insignificant
if its size is comparable to the typical size of the largest bicluster found in the reference (probabilistic)
model.

Before we present our main results, let us further motivate our study. Biclustering has important ap-
plications in several areas, such as data mining, machine learning, computational biology, and pattern
recognition. Data arising from text analysis, market-basket data analysis, web logs, etc., is usually ar-
ranged in a contingency table or co-occurrence table, such as, a word-document table, a product-user
table, a CPU-job table or a webpage-user table. In computational biology, this problem is associated with
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the analysis of gene expression data obtained from microarray experiments. Biclustering of gene expres-
sion data is a promising methodology for identification of groups of genes that exhibit a coherent pattern
across a subset of conditions. A number of algorithms have been introduced for extracting biclusters in
microarray data (cf. Lonardi et al. (2004); Q. Sheng and Moor (2003); Wu et al. (2004)). Once the gene
expression matrix is discretized into a matrix over a finite alphabet, finding similar gene behavior across
a subset of conditions resembles the problem of finding subsequences having the same alphabetic expres-
sions in sequence data. Therefore, the biclustering problem reduces to the problem of finding a subset of
the rows and a subset of columns such that the submatrix induced has the property that each row reads the
same string.

Now, we present our main results. As mentioned above, we consider biclustering in a probabilistic
framework in which a memoryless source generates ann × m random matrix over a finite alphabetA.
We denote bypi the probability of generating symboli ∈ A, where1 ≤ i ≤ V = |A|. Let also
pmax = max{p1, . . . , pV } and Q = p−1

max. We first prove that the largestsquaresubmatrix having
the same rows (i.e., every row has the same pattern, for exampleababb) is of sizelog2

Q nm with high
probability (whp). When we relax the restriction of square submatrices, then we observe an interesting
phenomenon. The largest biclusters are either of areaAn or of areaBm when one side of a bicluster
is O(n) (or O(m)) and the otherO(1). In this case, the largest submatrix is very “skinny” and in fact
achieves the largest possible area among all biclusters. These results complete the study of Lonardi et al.
(2004) who only were able to prove an upper bound of the size of largest subclusters. In fact, our results
can be viewed as a direct generalization of Darling and Waterman (1985) who analyzed largest consecutive
subblocks in a random matrix.

Moreover, our results directly imply a typical behavior of the maximum biclique in a random bipartite
graph and complete the study of Dawande et al. (2001). Indeed, Dawande et al. (2001) studied the max-
imum biclique problem in a bipartite graph. The adjacency matrix of a bipartite graphG = (V1, V2, E)
with |V1| = n and|V2| = m is a matrixM ∈ {0, 1}n×m. An edge(i, j) ∈ E connects nodei ∈ V1 to
nodej ∈ V2 if Mi,j = 1. Thus, a submatrix of 1’s inM corresponds to a subgraph ofG which is com-
pletely connected. AbicliqueC = U1 ∪ U2, U1 ⊆ V1, U2 ⊆ V2 is such a subgraph. The largest bicluster
problem withA = {0, 1} is calledmaximum edge biclique problem, which is known to be NP-complete
(cf. Peters (2000)). The problem requires finding a biclique having the maximum number of edges. A
restricted version of this problem, where there is an additional requirement that|U1| = |U2|, is called
the maximum balanced biclique problem(MBBP), which is also NP-complete (cf. Garey and Johnson
(1979)). Finding the largest square biclique with a binary alphabet reduces to the maximum balanced
biclique problem (MBBP). Dawande et al. (2001) proved an upper bound on the size of the maximum bal-
ance biclique when the probability of generating an edge isp. In this paper, as a side result, we establish
that the size of such a maximum balance biclique islog nm/ log(p−1) with high probability.

The paper is organized as follows. In the next section we present our main results and their conse-
quences. Proofs are delayed till the last section.

2 Main Results

Throughout, we assume that a memoryless source generates ann × m matrix M = {mij}i,j∈A over
a finite alphabetA and thatm = O(nk) andn = O(mk) for a constantk > 0. The probability of
generating symboli ∈ A is equal topi. By MIJ we denote a submatrix ofM consisting ofa rows
I = {i1, i2, . . . , ia} such that1 ≤ i1 < . . . < ia ≤ n and b columnsJ = {j1, . . . , jb} such that
1 ≤ j1 < . . . < jb ≤ m. We say a submatrixMIJ is matchingif each row ofMIJ is the same, that
is, each row consists of identical strings overA (see also (1) below). In particular, a column vector is
matching if it consists of the same symbol. This is illustrated in the next example.

Example 2.1 The5× 5 matrixM overA = {x, y, z, w} is
x x y w z
w z y y w
w z y y w
w z x y x
x z w y w

 .
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The following two (square) submatrices

M2,3,5;2,4,5 =

 z y w
z y w
z y w

 ,

and

M2,3,4;1,2,4 =

 w z y
w z y
w z y


are composed of three identical rows. In fact, they are the largest square submatrices satisfying this
property. But these square submatrices are not the largest (general) submatrices with this property. For
example,

M2,3;1,2,3,4,5 =
[

w z y y w
w z y y w

]
is the largest bicluster, with the area ten.

Let MIJ be a matching submatrix ofMn,m ∈ An×m. The problem addressed in this paper is defined
as follows.

LARGEST BICLUSTER(f): problem
Instance: A matrix M ∈ An×m over the alphabetA.
Question: Find a row selectionI and a column selectionJ such that the rows ofMIJ are identical strings
and an objective functionf(MIJ) is maximized.

Applications determine what objective functions are to be considered. In this paper, following the
microarrays approach we assume thatf(MIJ) = |I||J | with or without any restriction on the shape of the
submatrix. That is, we maximize the area of matching submatrices.

More formally, our goal is to find

Wn,m = max
I,J

{|I||J | = a · b : mi1,jk
= . . . = mia,jk

, 1 ≤ k ≤ b, mij ∈ A}. (1)

Now we are in the position to formulate our main results. We first considersquaresubmatricesMIJ

(|I| = |J |). The next theorem will be proved in the next section.

Theorem 2.1 Let M ∈ An×m be a random matrix generated by a memoryless source. LetPa = pa
1 +

· · · + pa
V and Q = p−1

max, wherepmax = max{p1, . . . , pV }. The area of the largest square matching
submatrixMIJ is (whp)

Wn,m = log2
Q nm (pr.).

More precisely, for anyε > 0,

Pr
{
(1− ε) log2

Q nm ≤ Wn,m ≤ (1 + ε) log2
Q nm

}
= 1−O

(
log6 nm

nm

)
for sufficiently largen andm.

Interestingly enough, if we drop the restriction of the shape of the largest submatrix (i.e.,|I| = |J |),
then the largest biclusters are of orderO(m) (or O(n)) and very skinny, as observed in practice by Lonardi
et al. (2004).

Theorem 2.2 We adopt the same assumption as in Theorem 2.1. The area of the largest matching subma-
trix MIJ is whp either

Wn,m = a∗Pa∗m (2)

or
Wn,m = b∗pb∗

maxn (3)

wherea∗ is the integerr that maximizesrPr = r(pr
1 + · · · + pr

V ) andb∗ = max{1, b1/ log Qc}. If (2)
holds, thenMIJ consists ofa∗ rows andbPa∗mc columns; if (3) holds, thenMIJ consists of symbols
having the maximum emitting probability, and|I| = pb∗

maxn while |J | = b∗.
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Remark: In the maximum biclique problem on random graphs, as discussed in Dawande et al. (2001), it
is assumed that an edge is generated with probabilityp. The corresponding adjacency matrixM is over
a binary alphabet{0, 1} with 1 indicating an edge. Our previous results are directly applicable to the
maximum biclique problem withQ replaced by1/p.

3 Analysis
In this section we prove our main results. Throughout we use the first and the second moment methods
(cf. Szpankowski (2001)).

3.1 Proof of Theorem 2.1

We now prove Theorem 2.1. To simplify our presentation, we first consider a square matrixM , that is, we
assumem = n. We search for the largest square submatrix.

We first establish an upper bound by proving that the largest areaWn,n is at most(2(1 + ε) logQ n)2

with high probability for anyε > 0. Let a = d2(1 + ε) logQ ne. Using Boole’s inequality we find

Pr{Wn,n ≥ a2} ≤
(

n

a

)2

P a
a .

Since
(
n
a

)
≤ na andP a

a ≤ (V pa
max)a, we have

Pr{Wn,n ≥ a2} ≤ V a exp(2a log n− a2 log Q)
≤ V a exp[a(2 log n− 2(1 + ε) log n)]

≤ V a exp(−2εa log n) =
(

V

n2ε

)a

→ 0

Now, we establish the matching lower bound. To begin with we leta = b2(1 − ε) logQ nc and define
a random variableXIJ to be|I||J | if MIJ is a matching submatrix ofM and0 otherwise. Then we can
write Wn,m = max

I,J
{XIJ}. Throughout, we use the following notations.

AIJ = {XIJ = a2},

S1 =
∑
I,J

Pr{AIJ},

S2 =
∑

(I,J) 6=(L,M)

Pr{AIJ ∩ALM}.

Note that

{Wn,n ≥ a2} =
⋃

|I|=|J|=a

AIJ .

Here we utilize Chung and Erdős second moment method (cf. Szpankowski (2001)) and obtain

Pr{Wn,n ≥ a2} ≥ S2
1

S1 + S2
.

We begin by estimatingS1. Observe that(
n

a

)
=

(
n

2πa(n− a)

)1/2

exp
[
nH

(
a

n

)
+ O

(
1
a

+
1

n− a

)]
, (4)

whereH(x) = −x log x− (1− x) log(1− x) is the binary entropy. Therefore, we have(
n

a

)
≥ C1√

a
exp

(
a log

n

a

)
,
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for some constantC1 > 0. SinceP a
a ≥ pa2

max, we obtain

S1 =
(

n

a

)2

P a
a

≥ C2
1

a
exp[2a log

n

a
− a2 log Q]

=
C2

1

a
exp[a(2 log

n

a
− a log Q)]

≥ C2
1

a
exp

{
a

(
2 log

n

2 logQ n
− 2(1− ε) log n

)}
≥ C2n

εa →∞

for some constantC2.
Next, we show thatS2

S2
1
→ 1. We splitS2 into two termsS

′

2 andS
′′

2 ; S
′

2 sums over such(I, J) and

(L, M) thatMIJ ∩MLM = ∅, andS
′′

2 covers the rest. Notice thatMIJ andMLM are independent when
the indices are inS

′

2. It is easy to estimate that

S
′

2 ≤ S2
1 .

More work is needed to assessS
′′

2 . We define(r, c)-overlapwhenr rows overlap betweenI andL
rows, andc columns overlap betweenJ andM columns . DefineN(r, c) andP (r, c) as the number of
(r, c)-overlaps and the probability of an(r, c)-overlap, respectively. Then

S
′′

2 =
∑

1≤r,c≤a
(r,c) 6=(a,a)

N(r, c)P (r, c).

Using the fact that
(
n−a
a−r

)
≤

(
n
a

)
( a

n )r and
(
a
r

)
≤ ar, we find

N(r, c) =
(

n

a

)(
n− a

a− r

)(
a

r

)
·
(

n

a

)(
n− a

a− c

)(
a

c

)
≤

(
n

a

)4

n−r−ca2r+2c.

Let us now estimate the probabilityP (r, c). Observe that in the(r, c) overlap, there are2a− r rows of
c common columns that contributeP c

2a−r, and then there are two subsets ofa − c columns contributing
P a−c

a (cf. Figure 1) . Thus

P (r, c) = P c
2a−rP

a−c
a P a−c

a .

Using the known inequalityP 1/b
b ≤ P

1/a
a for b ≥ a > 0 (Lemma 4.4 of Szpankowski (2001)) we arrive

at

P (r, c) = P c
2a−rP

a−c
a P a−c

a

≤ P
(2a−r)c

a
a P 2a−2c

a = P
2a− rc

a
a

Therefore, we have

S
′′

2

S2
1

≤
∑

1≤r,c≤a

a2r+2c

nr+c
P
− rc

a
a ≤

∑
1≤r,c≤a

a2r+2c

nr+c
Qrc. (5)

Sincea2r+2c

nr+c Qrc ≤ a4

n2 Q, for 1 ≤ r, c ≤ a, we have

S
′′

2

S2
1

≤
∑

1≤r,c≤a

a4Q

n2
=

a6Q

n2
= O

(
log6 n

n2

)
(6)
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r (r,c) overlap

a−c

a

M1

c

a−r

a−c

a

a

a−c c

a−c

a

2a−r
P1

P2P1

a−r
M2

Fig. 1: An (r, c)-overlap of twoa×a sub-matricesM1 andM2 (left figure);P (r, c) = P1P2P1 whereP1 = P a−c
a

andP2 = P c
2a−r (right figure).

In summary,

Pr{Wn,n ≥ a ∗ a} ≥ S2
1

S1 + S
′
2 + S

′′
2

=
1

1
S1

+ S
′
2

S2
1

+ S
′′
2

S2
1

≥ 1
O(n−εa) + 1 + O(n−2 log6 n)

= 1−O

(
log6 n

n2

)
.

This complete the proof forn = m.
Finally, we extend our analysis tom 6= n case. In this case we can easily modify the previous method

and show that the optimal size of a square submatrix isa · a, wherea = logQ nm.

3.2 Proof of Theorem 2.2
Here we prove Theorem 2.2. Since a proof of (3) is similar to (2), we only present a detailed proof of (2).

Proof of (2): First we letb = βm for some0 < β < 1 anda = O(1). First we prove thatPr{Wn,m ≥
a · b} → 0 for sufficiently largem. We assume that the largest area consists of at leasta rows and at least
b columns. Observe that, in general,{W ≥ a · b} does not imply that the number of rows is at leasta
and the number of columns is at leastb. In the appendix, we prove that the same result holds without this
assumption. By Boole’s inequality one can find

Pr{Wn,m ≥ a · b} ≤
(

n

a

) m∑
k=b

(
m

k

)
P k

a (1− Pa)m−k. (7)

The upper bound in (7) can be derived from the following observation. The number of matching columns
among the fixeda rows has a binomial distribution with parametersm andPa, i.e. the probability that the
number of such columns is equal tok is

(
m
k

)
P k

a (1− Pa)m−k.
Suppose thatβ > Pa. Let k∗ be thek that maximizes∆(k) :=

(
m
k

)
P k

a (1 − Pa)m−k. It is easy to
see thatk∗ = bPamc. We note that∆(k) is increasing fork < k∗ and decreasing whenk > k∗. Since
b > k∗, each∆(k) in the summation (7) can be replaced with∆(b), which still preserves the inequality.
That is,

Pr{Wn,m ≥ a · b} ≤
(

n

a

)
m

(
m

b

)
P b

a(1− Pa)m−b.
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Since (
m

b

)
≤ C√

2πm(1− β)β
exp(mH(β)),

whereH(β) = β log β−1 +(1−β) log(1−β)−1 is the entropy andC is a constant (omitting the constant
C) we arrive at

Pr{Wn,m ≥ a · b} ≤
(
n
a

)
m√

2πm(1− β)β
exp(mH(β)− b log P−1

a − (m− b) log(1− Pa)−1)

=

(
n
a

)
m√

2πm(1− β)β
exp(mf(β)),

wheref(β) = H(β)− β log P−1
a − (1− β) log(1− Pa)−1. Note thatf

′
(β) = log

(
(1−β)Pa

β(1−Pa)

)
< 0, for

β > Pa. Therefore, we can writef(β) = −γ for some constantγ > 0. Finally, we have

Pr{Wn,m ≥ a · b} ≤
(
n
a

)
(m− b)√

2πn(1− β)β
exp(−γm) → 0,

since we are assuming thatn = O(mk) for k constant. We have proved thatWn,m ≤ a · βm whp for
a = O(1) and for anyβ > Pa.

For the lower bound, we observe that for fixeda, Wn,m ≥ E[XIJ ] = a · Pam, sincePam is the
expected number of matching columns. ThereforeWn,m = aPam whp. We further can optimize it by
findinga∗ that maximizesa∗Pa∗ . This completes the proof.

Proof of (3): We leta = αn for some0 < α < 1 and fixb columns for someb > 0. Let alsoR be a row
vector consisting of (any)b symbols. We are concerned with the number of row vectorR occurred in the
submatrix consisting of thoseb columns.

Let P (b) be the probability of emitting all elements ofR (e.g., forb = 4 andR = (1, 2, 1, 3), P (b) =
p2
1p2p3). The rest of proof is similar to the previous one and one can obtain thatWn,m = bP (b)n whp.

The final step is to findb that maximizesbP (b). We note thatP (b) ≤ pb
max, and if P (b) = pb

max the
largest submatrix found consists of the symbols that have the maximum emitting probability. We further
optimizebpb

max and find thatbpb
max reaches the maximum whenb = 1/ log Q.
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Appendix: Complete Proof of Theorem 2.2
Here we drop the assumption that the largest area consists of at leasta rows and at leastb columns where
a = O(1) andb = βm, with 0 < β < 1. To begin with, we define random variablesR (andC) as the
number of rows (and columns) in the largest matching submatrix. Observe that for any fixedw > 0, we
have

Pr{Wn,m ≥ w} =
w∑

r=1

Pr{R = r, C ≥ dw/re}

In the rest, we omit the symbolsd e or b c for simplicity. Without loss of generality, we may assume that
C ≥ R. Otherwise, we end up with the result (3) in Theorem 2.2

Therefore, we can writePr{Wn,m ≥ w} as

Pr{Wn,m ≥ w} =
w∑

r=1

m∑
c=r∗

(
n

r

)(
m

c

)
P c

r (1− Pr)m−c,

wherer∗ = max{dw/re, r}. We re-write it as

Pr{Wn,m ≥ w} =

√
w∑

r=1

(
n

r

) m∑
c=w/r

∆(r, c) +
w∑

r=
√

w+1

(
n

r

) m∑
c=r

∆(r, c),

where∆(r, c) =
(
m
c

)
P c

r (1− Pr)m−c.
The remaining part of the proof follows in the same footsteps as in Section 3.2. Leta∗ be the integerr

that maximizesrPr = r(pr
1 + · · ·+pr

V ) and letw = (1+ ε)a∗Pa∗m, for someε > 0. Sincew/r > mPr,
for any fixedr, ∆(r, c) ≤ ∆(r, w/r) holds forc ≥ w/r. Whenr ≥

√
w, then∆(r, c) ≤ ∆(r, r) holds

for c ≥ r. Therefore, we obtain, for sufficiently largem andn

Pr{Wn,m ≥ w} ≤ m

√
w∑

r=1

(
n

r

)
∆(r, w/r) + m

w∑
r=
√

w+1

(
n

r

)
∆(r, r)

≤ m
√

wn
√

we−γ1m + m

w∑
r=
√

w+1

nrmrV rpr2

max

≤ m
√

wn
√

we−γ1m + mwn
√

wm
√

wV
√

wpw
max

≤ e−γ1m + e−γ2m,

whereγ1 andγ2 are positive constants that may change from line to line. We have shown thatWn,m ≤
(1 + ε)a∗Pa∗m whp, as desired.


