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Classification of large Pólya-Eggenberger
urns with regard to their asymptotics

Nicolas Pouyanne1

1Département de mathématiques, LAMA UMR 8100 CNRS, Université de Versailles - Saint-Quentin
45, avenue des Etats-Unis, 78035 Versailles cedex

This article deals with Ṕolya generalized urn models with constant balance in any dimension. It is based on the
algebraic approach of Pouyanne (2005) and classifies urns having “large” eigenvalues in five classes, depending on
their almost sure asymptotics. These classes are described in terms of the spectrum of the urn’s replacement matrix
and examples of each case are treated. We study the cases of so-called cyclic urns in any dimension andm-ary search
trees form ≥ 27.

1 Introduction
We consider (generalized balanced) Pólya-Eggenberger urns with balls ofs different types (or colours),
s being any integer≥ 2. Namely, under this model, the urn may contain balls of colours named1, . . . , s
and evolves as a Markov process as follows. Its initial composition is described by a non random column-
vectorU1 = t(U1,1, . . . , U1,s) whosek-th coordinate is the initial number of balls of colourk. One
proceeds to successive draws of one ball at random in the urn, any ball being at any time equally likely
drawn. At each draw, one inspects the colour of the drawn ball, places it back into the urn and adds other
balls following invariably the same rule. This rule is given by the (non random)replacement matrix

R = (ri,j)1≤i,j≤s,

the entryri,j being the number of balls of colourj one adds if a ball of colouri has been drawn. In our
model, the replacement matrix has nonnegative off-diagonal entries, but may have negative diagonal ones
(that correspond better to prelevement than to addition of balls), submitted to the following assumptions:
1- (balance hypothesis)∃S ∈ Z≥1, ∀k ∈ {1, . . . , s},

s∑
j=1

rk,j = S; (1)

2- (sufficient condition of tenability)∀k ∈ {1, . . . , s},

rk,k ≥ 0 or U1,kZ +
s∑

j=1

rj,kZ = rk,kZ. (2)

The composition of the urn will be denoted byUn = t(Un,1, . . . , Un,s), the numberUn,k being the
number of balls of colourk aftern− 1 draws. The subject of our study is the asymptotic behaviour of this
random vector asn tends to infinity. Hypothesis 1- requires the total number of added balls at each draw
to be always the same; this number will be denoted byS and calledbalanceof the urn. If |U1| denotes
the initial total number of balls, this implies that the urn contains|U1| + nS balls after then-th draw.
Arithmetical Hypothesis 2- is a classical sufficient condition for the process not to extinguish after a finite
number of draws (Bagchi and Pal (1985), Gouet (1997), Flajolet et al. (2005), Pouyanne (2005)), as can
be checked by an elementary induction. One can replace it by conditioning the whole asymptotic study to
non extinction.

Pólya-Eggenberger urns have been studied by many authors since the original article Pólya (1930).
Roughly speaking, employed methods have been direct probabilistic considerations, generating functions
and partial differential equations, embedding in continuous time process and martingale arguments; one
can refer to Flajolet et al. (2005) or Puyhaubert (2005) for good surveys on the subject.
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A Pólya-Eggenberger urn defined byU1 andR being given, one can consider it as a random walk in
Rs havingU1 as initial point, the incrementUn+1 − Un at timen being at random one ofR’s rows, the
probability of thek-th one to be chosen being equal toUn,k/(|U1| + (n − 1)S) (proportion of balls of
colourk after the(n− 1)-st draw).

Adopting this point of view, westandardizethe process (or the urn) the following way. Our random
vector of interest isXn = 1

SUn. It can be interpreted as a Pólya-Eggenberger urn with balance1 (i.e.
with S = 1), the replacement matrix1SR having rational entries. The extension of this point of view to
real-valued replacement matrix leads to the definition of what has been calledPólya processin Pouyanne
(2005).

When1 is simple eigenvalue of1SR, the random vectorUn admits an almost sure non random drift.
More precisely, there exists a non random vectorv1 such thatUn/n converges almost surely toSv1
asn tends to infinity. This vectorv1 is the only vector fixed by1S

t
R whose coordinates’ sum equals

1. When1 is multiple eigenvalue of1SR, thenUn/n converges almost surely to a random vector that
follows a Dirichlet distribution (see below and Gouet (1997) for the almost sure asymptotics ofUn/n).
The asymptotic behaviour of the differenceXn − nv1 has been for a long time known to depend on the
spectrum ofR. We will say that a Ṕolya-Eggenberger urn with replacement matrixR and balanceS is
small when1 is simple eigenvalue of1SR and when every other eigenvalue of1

SR has a real part≤ 1/2.
Otherwise, it will be saidlarge.

When the urn is small, under some conditions of irreducibility, one can establish convergence in law of
the normalisation(Xn − nv1)/

√
n logν n to a centered Gaussian vector, the integerν depending only on

the conjugacy class ofR (Athreya and Karlin (1968), Janson (2004)). If one releases this irreducibility,
considering for instance urns with triangular replacement matrix, convergence in distribution (to most of-
ten non normal laws) has been shown and moments have been computed in several cases in low dimension
(see Janson (2005), Puyhaubert (2005)).

Our case of interest is the one of large urns. Almost sure convergence-like results onXn − nv1 have
been established since the work of Athreya and Karlin (Athreya and Karlin (1968)) and refined in some
more general cases by Janson (Janson (2004)) by means of embedding of the process in continuous time,
but these results require still some irreducibility-type assumptions. In Pouyanne (2005), in any case of
large urns, following a different method that stays in the discrete field, almost sure (andLp for anyp ≥ 1)
asymptotics is established and a way to compute the moments of limit random vectors is given.

In this paper, we classify large Pólya-Eggenberger urns with regard to their asymptotics, give some
generic example of each case and some other new results about particular families of urns (general two-
dimensional urn, cyclic urns,m-ary search trees).

2 Asymptotics of large Pólya-Eggenberger urns
Basic objects and notations are introduced in this section, following the method of Pouyanne (2005). Then
we state the classification of large urns with regard to their asymptotics.

2.1 Notations and overview of the method
Let’s consider ans-dimensional Ṕolya-Eggenberger urn(Un)n≥1 with balanceS defined as in Section 1
by its initial compositionU1 and its replacement matrixR. Let τ1 be the renormalized initial total number
of balls, namely

τ1 =
1
S
|U1| = |X1|.

LetA be thes× s matrix with rational (or real if one admits the generalized definition of a Pólya process)
entries defined as the transpose

A =
1
S

tR.

We adopt notations and definitions of Pouyanne (2005). Letw1, . . . , ws be the column-vectors ofA and
x1, . . . , xs the generic coordinates ofRs or Cs. With this notation, thetransition operatorΦ is given by
the formula

Φ(f)(x) =
s∑

k=1

xk

[
f(x+ wk)− f(x)

]
, (3)

for any functionf : Cs → V (V is any vector space) and anyx = (x1, . . . , xs) ∈ Cs. This operator has a
good decomposition on polynomials spaces given by so called reduced polynomials of the process; these
polynomials are defined just below.
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Let (uk)1≤k≤s be aJordan basisof the process,i.e. a basis of linear forms onRs or Cs that satisfy

1- u1(x) =
∑

1≤k≤s xk for all x;

2- uk ◦A = λkuk + εkuk−1 for all k ≥ 2, where theλk are complex numbers (necessarily eigenvalues of
A) and where theεk are numbers in{0, 1} that satisfyλk 6= λk−1 =⇒ εk = 0.

This implies that the transpose ofA has a Jordan normal form in this basis and thatu1 is fixed byA
(balance assumption). A Jordan basis being chosen, we will denote by(vk)1≤k≤s its dual basis of vectors
of Rs or Cs.

A subsetJ ⊆ {1, . . . , s} is calledmonogenic block of indiceswhenJ has the formJ = {m,m +
1, . . . ,m + r} (r ≥ 0, m ≥ 1, m + r ≤ s) with εm = 0, εk = 1 for everyk ∈ {m + 1, . . . ,m + r}
andJ is maximal for this property. In other words,J is monogenic whenVect{uj , j ∈ J} is A-stable
and when the matrix of the endomorphism ofVect{uj , j ∈ J} induced bytA in the(uj)j basis is one of
the Jordan blocks of the Jordan normal form ofA mentioned above. Any monogenic block of indicesJ is
associated with a unique eigenvalue ofA that will be denoted by

λ(J).

We denote bySp(A) the set of eigenvalues ofA andσ2 the real number defined as

σ2 =

 1 if 1 is multiple eigenvalue of A

max{<λ, λ ∈ Sp(A), λ 6= 1} if 1 is simple eigenvalue;

hypotheses onA imply thatσ2 < 1 in the second case. The urn is calledlarge when1/2 < σ2 ≤ 1.
Otherwise it is called small. A monogenic block of indicesJ is calledprincipal block when<λ(J) = σ2

andJ has maximal size among monogenic blocks that satisfy that property.

We denote byδk thek-th vector of the canonical basis ofZs. For anys-uple of nonnegative integers
α =

∑s
k=1 αkδk ∈ (Z≥0)s, we use as usual the notations

uα =
∏

1≤k≤s

uαk

k and 〈α, λ〉 =
∑

1≤k≤s

αkλk

whereλk denotes the eigenvalue associated with the linear formuk andλ = (λ1, . . . , λs). Furthermore,
the symbolα ≤ β on s-uples of nonnegative integers will denote thedegree-antialphabetical order,

defined, if|α| =
∑

1≤k≤s αk, byα = (α1, . . . , αs) < β = (β1, . . . , βs) when

(
|α| < |β|

)
or

(
|α| = |β|

and∃r ∈ {1, . . . , s} such thatαr < βr andαt = βt for anyt > r

)
.

As shown in Pouyanne (2005), a Jordan basis being chosen, there exists a unique basis(Qα)α∈(Z≥0)s

of polynomials ins variables such that

1-Q0 = 1 andQδk
= uk for all k ∈ {1, . . . , s};

2- for all α,Qα − uα belongs toVect{Qβ , β < α, 〈β, λ〉 6= 〈α, λ〉};
3- for all α, Φ(Qα) − 〈α, λ〉Qα belongs toVect{Qβ , β < α, 〈β, λ〉 = 〈α, λ〉}. The polynomialQα

is namedα-th reduced polynomial with regard to the choice of the Jordan basis(uk)k. The reduced
polynomials can be recursively computed in any case; their unicity leads sometimes to a closed-form (for
some triangular urns for instance). In any case, for any nonnegative integerp, the reduced polynomial
Qpδ1 is an eigenvector ofΦ associated with the eigenvaluep and have the following closed-form

Qpδ1 = u1(u1 + 1) . . . (u1 + p− 1).

These notations being adopted, one can state the general result on the asymptotics of large urns that is
shown in Pouyanne (2005).
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Theorem 1 Take alarge Pólya-Eggenberger urn. Fix a Jordan basis(uk)1≤k≤s of linear forms of
the process and(vk)1≤k≤s its dual basis of vectors ofCs; let J1, . . . , Jr be the principal blocks of
indices ofA andν + 1 the common size of theJk ’s (r ≥ 1 andν ≥ 0).
1- (Convergence of principal coordinates of the process)For any k ∈ {1, . . . , r}, the complex-
valued processumin Jk

(Xn)/nλ(Jk) converges to a random variableWk asn tends to infinity almost
surely and in anyLp, p ≥ 1.
2- (Random vector’s asymptotics)

Xn − nv1 =
1
ν!

logν n
∑

1≤k≤r

nλ(Jk)Wk vmax Jk
+ o (nσ2 logν n) (4)

asn tends to infinity, the smallo being almost sure and inLp for everyp ≥ 1.
3- (Joint moments of the limits) If one denotes by(Qα)α∈(Z≥0)s the reduced polynomials of the
process relative to the Jordan basis(uk)1≤k≤s, all joint moments of the random variablesW1, . . . ,Wr

are given by: for allα1, . . . , αr ∈ Z≥0,

E

 ∏
1≤k≤r

Wαk

k

 =
Γ(τ1)

Γ(τ1 + 〈α, λ〉)
Qα(X1)

whereα =
∑

1≤k≤r αkδmin Jk
.

2.2 Very first example
We give ”slowly” one first example in dimensions2.

Example 1 Consider the 2-colour urn defined by an initial conditionU1 and the replacement matrix

R =
(

15 5
4 16

)
.

One hasS = 20 as balance and, with our notations,A =
(

3/4 1/5
1/4 4/5

)
; the urn is large, its eigenvalues

being1 andσ2 = 11/20. One can chooseu1(x, y) = x + y andu2(x, y) = − 5
9x + 4

9y as Jordan basis,
its dual basis being given byv1 = t(4/9, 5/9) andv2 = t(−1, 1). The only principal block of indices is
{2} in this case. The theorem asserts that

1
n11/20

(
Xn −

n

9

(
4
5

))
−→

n→∞
W

(
−1
1

)
almost surely and inL≥1, whereW is a real-valued random variable. Computation of the first reduced
polynomials that provide moments ofW gives

Q(0,2) = u2
2 + 121

162u1 − 11
180u2 = 253

324x+ 583
810y + 25

81x
2 − 40

81xy + 16
81y

2,

Q(0,3) = u3
2 + 121

54 u1u2 − 11
60u

2
2 + 1331

47385u1 + 1573
1350u2,

Q(0,4) = u4
2 + 121

27 u1u
2
2 − 11

30u
3
2 + 14641

8748 u
2
1 − 14641

37908u1u2 + 16819
3600 u

2
2 + 2298637

1166400u1 − 4143403
12636000u2.

(5)

For example, if one begins the process with one ball of each colouri.e. with x1 = x2 = 1
20 , then

EW = − 1
180

Γ(1/10)
Γ(13/20) ∼ −0.038, EW 2 = 152

2025
Γ(1/10)
Γ(6/5) ∼ 0.777 EW 3 = − 133093

12636000
Γ(1/10)
Γ(7/4) ∼ −0.109,

etc. This is enough to show for instance that the distribution ofW is not normal (the first three moments
m1,m2,m3 of a normal distribution satisfy the relation2m3

1 − 3m1m2 +m3 = 0).

3 Classification; generic examples
A Pólya-Eggenberger urn will be calledreal when every eigenvalue ofA associated with a principal block
is real. Otherwise, it will be calledimaginary. When all principal blocks of indices have size1, the urn
is calledprincipally semisimple. Otherwise, it is called non principally semisimple. The expression
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semisimple is taken from linear algebra: an endomorphism is called semisimple when it admits a basis of
eigenvectors over an extension of the ground field. The adverb principally refers to the restriction ofA to
the sum of its characteristic spaces that correspond to principal blocks of indices.

As can be directly seen from Theorem 1, a large real urn have an almost sure limit after substraction of
the drift and suitable renormalization. On the contrary, an large imaginary urn gives rise to an oscillatory
almost sure random phenomenon. Some authors (see for example Chern and Hwang (2001)) pointed out
this fact claiming that no normalization that consists in dividing the differenceXn−nv1 provides any limit
law. Principal semisimplicity leads to asymptotics in the powers-of-n scale; non principal semisimplicity
requires the addition of entire powers oflog n.

Theorem 1 leads to a classification of large Pólya-Eggenberger urns in five types depending on the form
of their asymptotics. We summarize this classification in the following table. Subsection 3.1 deals with
the particular case of so-called essentially Pólya urns. In Subsection 3.2, we give five examples related to
the classification. These examples have generic virtues. Only the closed-forms of reduced polynomials
that appear in some of these cases are due to the very particular forms of the replacement matrices and
cannot straightforwardly be generalized to any urn.

In the table, ”pss“ means principally semisimple.

Large urn Almost sure andL≥1 asymptotics W1, . . . ,Wr

Essentially
Pólya

Xn

n
−→

n→∞
W1v1 + . . .+Wrvr

(W1, . . . ,Wr)
Dirichlet

Real
and pss

Xn − nv1
nσ2

−→
n→∞

W1v2 + . . .Wrvr+1
Joint moments

of Wk ’s
Real

and not pss
1
ν!
Xn − nv1
nσ2 logν n

−→
n→∞

W1vmax J1 + . . .+Wrvmax Jr

Joint moments
of Wk ’s

Imaginary
and pss

Xn − nv1
nσ2

= ni=λ(J1)W1v1 + . . .+ ni=λ(Jr)Wrvr + o(1)
Joint moments

of Wk ’s
Imaginary
and not pss

1
ν!
Xn − nv1
nσ2 logν n

= ni=λ(J1)W1vmax J1 + . . .+ ni=λ(Jr)Wrvmax Jr
+ o(1)

Joint moments
of Wk ’s

Note that, in the imaginary case, the computation of joint moments ofWk ’s leads in particular to the
computation of joint moments of<Wk ’s, =Wk ’s and|Wk|2’s too.

3.1 Essentially Pólya urn

An urn will be calledessentially Ṕolya when1 is multiple eigenvalue ofA, i.e. whenσ2 = 1. Let r ≥ 2
be the multiplicity of1 as eigenvalue ofA. As shown in Gouet (1997) and Pouyanne (2005), the urn is
necessarily semisimple. Using the so-called graph of thexk ’s andwk ’s (or the graph of the replacement
matrix), one finds a basis(u1, . . . , ur) of linear forms fixed byA and a partitionI1, . . . Ir of {1, . . . s}
such that for anyk ∈ {1, . . . r}, uk(wj) = 1 if j ∈ Ik anduk(wj) = 0 if j /∈ Ik. We denote by
(v1, . . . , vr) its dual basis ofker(A− 1). For such a basis,

∑s
k=1 xk =

∑r
k=1 uk.

An adaptation of Theorem 1 presented in Pouyanne (2005) implies that there exist real random variables
W1, . . . ,Wr such that

Xn

n
−→

n→∞
W1v1 + . . .+Wrvr

almost surely and inL≥1 where the random vector(W1, . . . ,Wr) has Dirichlet distribution with param-
etersu1(X1), . . . , ur(X1), whose density on the simplex{ξ1 ≥ 0, . . . , ξr ≥ 0,

∑r
k=1 ξk = 1} of Rr is

given by

(ξ1, . . . , ξr) 7→ Γ (τ1)
r∏

k=1

ξ
uk(X1)
k

Γ(uk(X1))
.
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3.2 Examples

We give a list of five matricesRk, 2 ≤ k ≤ 6. For anyk, we consider the5-colour urn process defined by
an initial condition and its replacement matrixRk and deal with it in Examplek-.

R2


4 0 0 0 0
1 3 0 0 0
2 0 2 0 0
0 0 2 2 0
2 0 0 0 2

 , R3 =


4 0 0 0 0
1 3 0 0 0
1 0 3 0 0
2 0 0 2 0
0 0 0 2 2

 , R4 =


4 0 0 0 0
1 3 0 0 0
0 1 3 0 0
1 0 0 3 0
0 0 0 1 3

 ,

R5 =


6 2 0 0 0
0 6 2 0 0
2 0 6 0 0
3 0 0 5 0
4 0 0 0 4

 , R6 =


6 1 0 0 1
0 6 1 0 1
1 0 6 0 1
0 1 1 6 0
1 0 0 1 6

 .

(6)

Example 2 Consider the5-colour urn defined by an initial condition and its replacement matrixR2. Even
if A is not semisimple, the urn is real and principally semisimple, and admits a unique principal block of
indices (of size1). We chooseu2 = x2. Then, for any choice of a Jordan basis(u1, . . . , u5), one has
v1 = t(1, 0, 0, 0, 0) andv2 = t(−1, 1, 0, 0, 0). Because of the particular triangular form ofR2 (zeros under
the entry3), one can in this case derive explicitely the reduced polynomials that intervene in the moments
of W from their properties:Q0,p,0,0,0 = x2(x2 + 3/4) . . . (x2 + 3(p − 1)/4) for any positive integerp.
The almost sure asymptotics is given by

1
n3/4

(Xn − nv1) −→
n→∞

Wv2

where the moment generating function ofW is, if one adopts the notationτ2 = u2(X1),

E(exp zW ) =
∑
p≥0

(3/4)p

p!
Γ(τ1)

Γ(τ1 + 3p/4)
Γ(4τ2/3 + p)

Γ(4τ2/3)
zp. (7)

Example 3 Consider the5-colour urn defined by an initial condition and its replacement matrixR3. The
urn, real and principally semisimple, admits two principal blocks of indices (of size1). We chooseu2 = x2

andu3 = x3. Then, for any choice of a Jordan basis(u1, . . . , u5), one hasv1 = t(1, 0, 0, 0, 0), v2 =
t(−1, 1, 0, 0, 0) andv3 = t(−1, 0, 1, 0, 0). As in the preceding example, because of the particular form
of the matrix, the reduced polynomials of interest can be computed:Q0,p,q,0,0 = x2(x2 + 3/4) . . . (x2 +
3(p− 1)/4)× x3(x3 + 3/4) . . . (x3 + 3(q − 1)/4) for any nonnegative integersp andq. The almost sure
asymptotics is given by

1
n3/4

(Xn − nv1) −→
n→∞

W1v2 +W2v3,

where the joint moments of the real random variablesW1 andW2 are

EW p1
1 W p2

2 = (3/4)p1+p2
Γ(τ1)

Γ(τ1 + 3(p1 + p2)/4)
Γ(4τ2/3 + p1)

Γ(4τ2/3)
Γ(4τ3/3 + p2)

Γ(4τ3/3)
(8)

for any nonnegative integersp1 andp2; in this formula,τ2 = u2(X1) andτ3 = u3(X1).

Example 4 Consider the5-colour urn defined by an initial condition and its replacement matrixR4, real
and not principally semisimple. The eigenvalue3/4 of A has multiplicity4, andA admits two principal
blocks, of size2. A natural Jordan basis is given byu2 = x3, u3 = 4x2, u4 = x5 andu5 = 4x4. With this
choice, one hasv1 = t(1, 0, 0, 0, 0), v3 = 1

4
t(−1, 1, 0, 0, 0) andv5 = 1

4
t(−1, 0, 0, 1, 0). Suitable reduced

polynomials admit a closed-form as in the preceding examples; the asymptotics is given by

1
n3/4 log n

(Xn − nv1) −→
n→∞

W1v3 +W2v5

where the joint moments of the real random variablesW1 andW2 are given by (8).
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Example 5 Consider the5-colour urn defined by an initial condition and its replacement matrixR5. The
matrixA is semisimple, and its eigenvalues are1, 5/8, 5/8± i

√
3/8 and1/2 so that the urn is imaginary

and principally semisimple. There are three principal blocks, of size one. A Jordan basis can be chosen
so thatu2 = x4, u3 = zx1 − x2 + zx3 + (1 + z)x4 + 2x5, andu4 = u3 wherez = exp(iπ/3). Then
v1 = 1

3
t(1, 1, 1, 0, 0), v2 = 1

3
t(−1, 2,−4, 3, 0), v3 = 1

3
t(z, 1, z, 0, 0) andv4 = v3. The almost sure

asymptotics is then given by

1
n5/8

(Xn − nv1) = W1v2 + 2<
(
ei log n

√
3/8W2v3

)
+ o(1).

Because of the zeros on the fourth column ofR5, the reduced polynomials associated with the random
variableW1 are computable as already done in Example 2. Computation of the very first other reduced
polynomials providesQ0,1,1,0,0 = u2u3 + 5

16 (3− i
√

3)u2,Q0,0,2,0,0 = u2
3 +(3+ i

√
3/4)u5 + 1

52 (−25+
2i
√

3)u4+ 1
37 (66−19i

√
3)u2,Q0,0,1,1,0 = u3u4+ 7

4u5+ 7
5u2+ 7

4u1. To avoid too much heaviness, we just
give examples of joint moments when the initial composition of the urn consists in one ball of each colour
(all of them being computed from the above reduced polynomials):EW1 = Γ(5/8)

2Γ(1/4) ∼ 0.198, EW2 =
Γ(5/8)

8Γ(5/4+i
√

3/8)
(3+z) ∼ 0.719−0.142i,E|W2|2 ∼ 2.544,E(<W2)2 = 1

2E|W2|2 + 1
2<(EW 2

2 ) ∼ 1.630,

E(=W2)2 = 1
2E|W2|2 − 1

2<(EW 2
2 ) ∼ 0.914, etc. One can for example, with the help of symbolic

computation (I did it with Maple) computeQ0,0,2,2,0 and show thatE|W2|4 ∼ 12.957.

Example 6 Consider the5-colour urn defined by an initial condition and its replacement matrixR6.
The double eigenvalues ofA areλ andλ, whereλ = (11 + i

√
3)/16, so that the urn is imaginary. It

is not principally semisimple, having two principal blocks, of size two. If(u1, . . . , u5) is any Jordan
basis with eigenformsu2 = x1 + x2 + x3 − 2zx4 − (1 + z)x5 andu4 = u2 (samez as before), then
v1 = 1

49
t(11, 9, 8, 7, 14), v3 = 5+i

√
3

336
t(−z,−z, 1, 0, 0) andv5 = v3. The almost sure asymptotics is then

given by

1
n11/16 log n

(Xn − nv1) = 2<
(
ni
√

3/16W1v3

)
+ o(1).

The expectation ofW1 isEW1 = Γ(τ1)
Γ(τ1+λ)u2(X1); when the initial composition of the urn consists in one

ball of each colour, thenEW1 = Γ(5/8)

8Γ(21/16+i
√

3/16)
z ∼ 0.103 − 0.173i, E|W1|2 ∼ −1.394 − 2.468i,

EW 2
1 ∼ 0.453− 0.219i, etc.

4 Miscellaneous examples

4.1 General two-dimensional large urn

The general two-dimensional Pólya-Eggenberger urn process with balance1 has a replacement matrix

R =
(

1− a a
b 1− b

)
wherea andb are nonnegative rational (real) numbers. The eigenvalues are1

and1− a− b; the urn is large if and only ifa+ b < 1/2 and is always real and semisimple. Ifa = b = 0,
the almost sure limit ofXn/n has a Dirichlet (or beta) distribution as already stated in Subsection 3.1; this
case corresponds to the original Pólya urn (Ṕolya (1930)). When the urn is not principally Pólya, one can
compute the general form of first moments of the renormalized process’s limit.

Theorem 2 Assume thata and b are two nonnegative real numbers such that0 < a + b < 1/2. Let
(Xn)n be the large Ṕolya-Eggenberger urn process defined by the above replacement matrixR and the
initial compositionX1 = t(x1, y1). We denotev1 = 1

a+b
t(b, a), v2 = 1

a+b
t(1,−1), τ1 = x1 + y1 and

τ2 = ax1 − by1. Then, almost surely and inLp for everyp ≥ 1,

1
n1−a−b

(Xn − nv1) −→
n→∞

Wv2
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whereW is a real random variable that satisfies

EW = Γ(τ1)
Γ(τ1+1−a−b)τ2, EW 2 = Γ(τ1)

Γ(τ1+2−2a−2b)

(
τ2
2 + (a− b)(1− a− b)τ2 + ab(1−a−b)2

1−2a−2b τ1

)
EW 3 = Γ(τ1)

Γ(τ1+3−3a−3b)

(
τ3
2 + 3ab(1−a−b)2

1−2a−2b τ1τ2 + 3(a− b)(1− a− b)τ2
2

− (1−a−b)2(4a3−3a2b−3ab2+4b3−2a2+2ab−2b2)
1−2a−2b τ2 + 4ab(a−b)(1−a−b)3

2−3a−3b τ1

)
.

(9)

PROOF. The given basis is the dual of a Jordan one (u1(x, y) = x + y as usual,u2(x, y) = ax − by).
Because of Theorem 1, one just has to compute the corresponding first three reduced polynomials (they
are given by the formulae; an incredule reader has just to verify that they are eigenvectors for the transition
operatorΦ). 2

This theorem gives a generic answer to a natural question of S. Janson: is the limit law ofW normal
(notations of Theorem 2)?

Corollary 3 The limit distribution (W ) of a renormalized large two-dimensional Pólya-Eggenberger urn
is generically not normal.

PROOF. If a, b, τ1, τ2 are defined as above, the distribution ofW is normal only if2(EW )3−3(EW )E(W 2)+
E(W 3) = 0, because the first three moments of a normal law satisfy this relation. This is the equation of
an analytic hypersurface in the variables(a, b, τ1, τ2). 2

4.2 Cyclic urns
If s is a positive integer, we calls-colour cyclic urn any Ṕolya-Eggenberger urn process defined by an
initial compositionX1 and the replacement matrix

R =


0 1 0

0 1
0

... 1
1 0

 . (10)

Its colours are elements ofZ/sZ, and a ball of colourc+ 1 is added in the urn when a ball of colourc is
drawn. We will denotees = exp(2iπ/s).

Theorem 4 Let (Xn)n be ans-colour cyclic urn process,s ≥ 1.
1-Xn/n→ v1 almost surely asn tends to infinity, wherev1 = 1

s
t(1, 1, . . . , 1) ∈ Rs.

2- If s ≤ 5, the urn is small and(Xn − nv1)/
√
n converges in distribution to a centered Gaussian

vector with values in the hyperplane{x1 + . . .+ xs = 0} of Rs.
3- If s = 6, the urn is small and(Xn−nv1)/

√
n log n converges in distribution to a centered Gaussian

vector with values in the hyperplane{x1 + . . .+ xs = 0} of Rs.
4- Supposes ≥ 7. The urn is large,(Xn − nv1)/ncos(2π/s) is bounded almost surely and inL≥1 and

has the almost sure asymptotics

1
ncos(2π/s)

(Xn − nv1) = 2<
(
ni sin(2π/s)Wv2

)
+ o(1)

wherev2 = 1
s

t(1, e−1
s , e−2

s , . . . , e1−s
s ) andW is a complex random variable; if one denotesu2(x1, . . . , xs) =

x1 +esx2 + . . .+es−1
s xs, τ2 = u2(X1), u4(x1, . . . , xs) = x1 +e2sx2 + . . .+e2(s−1)

s xs andτ4 = u4(X1),
the first moments ofW areEW = Γ(τ1)

Γ(τ1+es)τ2,

EW 2 = Γ(τ1)
Γ(τ1+2es)

(
τ2
2 + es

2−es
τ4

)
and E|W |2 = Γ(τ1)

Γ(τ1+2 cos(2π/s))

(
|τ2|2 − 1

1−2 cos(2π/s)τ1

)
.

PROOF. The urn is irreducible, imaginary and principally semisimple, the spectrum ofA consisting in all
s-th roots of unity. Thes linear forms defined byuζ =

∑s−1
k=0 ζ

kxk for anys-th root of unityζ constitute
a Jordan basis, the two eigenforms havingσ2 = cos(2π/s) as real part beingues

and its conjugate. Points
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2- and3- are thus shown by Janson (2004). One just has to compute suitable reduced polynomials to
complete the whole proof. We omit this computation in the text because of its length. One can perform it
carefully with much patience or do it with the help of symbolic computation (I did both!). We just mention
here the expression ofΦ(uζ1uζ2 . . . uζr

) for any choice ofs-th roots of unityζ1, ζ2, . . . , ζr, starting point
of the work.

Notations: if f is any functionCs → C and σ any permutation of{1, . . . , s}, we denoteσ.f :
(x1, . . . , xs) 7→ f(xσ(1), . . . , xσ(s)) (group action on such functions),Stab(f) the subgroup{τ ∈ Ss, τ.f =
f} and ∑

sym

f =
1

|Stab(f)|
∑

σ∈Ss

σ.f.

Whenf is any vector-valued function defined onCs and ζ any s-th root of unity, we denote, for any
x ∈ Cs,

Φζ(f)(x) =
s∑

k=1

ζkxk [f(x+ wk)− f(x)]

where as usualwk is thek-th column-vector ofA = tR. Note thatΦ1 = Φ, transition operator of the
cyclic urn. This notations being adopted, one shows thatΦζ(fuζ′) = Φζ(f)uζ′ +ζ ′fuζζ′ +ζ ′Φζζ′(f). In
particular,Φζ(uζ′) = ζ ′uζζ′ . This is enough to show by induction onr that, for any choice ofs-th roots
of unity ζ1, . . . , ζr,

Φζ(uζ1 . . . uζr ) =
r∑

k=1

∑
sym

ζ1 . . . ζkuζ1...ζkζuζk+1 . . . uζr .

This formula leads to the computation of the reduced polynomials. For example, ifζ1 andζ2 ares-th roots
of unity, if one denotesδek

s
= δk+1 for anyk ∈ {0, . . . , s− 1},

Qδζ1+δζ2
= uζ1uζ2 +

ζ1ζ2
ζ1 + ζ2 − ζ1ζ2

uζ1ζ2 , (11)

this formula being valid as soon asζ1 6= ζ2 or ζ1 6= exp(±2iπ/6); if (and only if) this condition is not
satisfied, the above denominator vanishes andQδζ1+δζ2

= uζ1uζ2 (but is not eigenvalue of the operatorΦ
any more). This formula is enough to compute the second order moments of4-. 2

Remark 1 If the initial composition of the urn consists in only one ball of any colour, thenE|W |2 =
(1 + 1/(2 cos(2π/s)− 1))/Γ(1 + 2 cos(2π/s)) tends to1 ass tends to infinity. If the initial composition
consists in one ball of each colour, thenE|W |2 = s!/(2 cos(2π/s)−1)/Γ(s+2 cos(2π/s)) is equivalent
to 1/s ass tends to infinity.

Remark 2 (Variance of |W |2) The computation of the variance of|W |2 for large cyclic urns lets the
values = 12 appear as exceptional. Indeed, suppose thats ≥ 7 ands 6= 12, and denotec = cos(2π/s).
Then, if (for example) the initial composition of the urn consists in only one ball of any colour, then

E|W |4 =
1

Γ(4c2 − 1)
8(8c3 − 20c2 + c+ 2)

(4c− 1)(4c− 5)(2c− 1)2

and if this initial composition consists in one ball of each colour, then

E|W |4 =
s!

Γ(s+ 4c2 − 2)
2(16sc3 + 8c3 − 20c2 − 24sc2 + 5sc+ c+ 2)

c(4c− 1)(4c− 5)(2c− 1)2
.

Suppose now thats = 12. Then the above formulae of are not valid any more; if the initial composition
of the urn consists in only one ball of any colour, thenE|W |4 = 64c3−156c2+4c+17

(4c−1)(4c−5)(2c−1)2 = 1901
143 + 1140

143

√
3

and if this initial composition consists in one ball of each colour, thenE|W |4 = 404c3−620c2+123c+4
c(4c−1)(4c−5)(2c−1)2 =

307
11 + 467

33

√
3.

The exceptional values = 12 can be pointed out for reduced polynomials of degree two that appear
in the computation in the fourth order moments ofW : formula (11) implies thatQδ3+δs−3 = |ue2

s
|2 +

u1/(2 cos(4π/s) − 1) if s 6= 12 andQδ3+δs−3 = |ue2
s
|2 if s = 12. We do not say more about the

computations that lead to these formulae.
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Remark 3 Some authors would talk about “phase change” fors = 7 because of the type of asymptotics
of the renormalized process. Some moments of order≥ 2 have an exceptional behaviour fors = 12 as can
be seen in Remark 2 (for a moment of order four). This appears as a technical reason in the computation of
reduced polynomials, whose coefficients are fractions ines with cyclotomic factors at their denominators.
Computations of moments of higher orders give rise to similar phenomena for various exceptional values
of s. The natural question of the law ofW (or of its real and imaginary parts, or even of its module’s
square) remains open.

4.3 m-ary search trees
An m-ary search tree can be seen as a Pólya-Eggenberger irreducible, semisimple and imaginary urn
process withm − 1 colours andX1 = t(1, 0, . . . , 0) as initial composition (see Chauvin and Pouyanne
(2004) for the replacement matrix). It is well known that this urn is large if and only ifm ≥ 27 (see
Mahmoud (1992), Chern and Hwang (2001)). We assume thatm ≥ 27.

Eigenvalues ofA are the roots of
∏

1≤k≤m−1(z + k)−m!. For anyλ ∈ Sp(A) we denote

γk(λ) =
∏

1≤j≤k−1

(1 + λ/j) and Hm(λ) =
∑

1≤k≤m−1

(k + λ)−1.

We choose a Jordan basis(uλ)λ∈Sp(A) and its dual basis(vλ)λ, derived from computations of the article
with B. Chauvin: for anyλ ∈ Sp(A), uλ =

∑
1≤k≤m−1

1
kγk(λ)xk andvλ = 1

Hm(λ)
t(1/γ2(λ), . . . , 1/γm(λ)).

We denote byλ2 the non real eigenvalue ofA having the largest real part (namelyσ2) and a positive
imaginary part (namedλ′′2 ). It follows from Chauvin and Pouyanne (2004) or from Theorem 1 that there
exists a complex random variableW such that

1
nσ2

(Xn − nv1) = 2<
(
niλ′′2Wvλ2

)
+ o(1).

Theorem 5 With the convention Γ(µ+1)
Γ(µ+k+1) = (−1)k

k!(m )k
if µ = −m − 1 (whenm is odd,−m − 1 is an

eigenvalue ofA), the random variableW has the following first polynomial moments:EW = 1/Γ(1 +
λ2),

EW 2 =
1

Γ(1 + 2λ2)Γ(1 + λ2)2

(
1 +

∑
µ∈Sp(A)

1≤k≤m−1

1
(2λ2 − µ)Hm(µ)

1
k!

Γ(λ2 + k)2

Γ(λ2)2
Γ(µ+ 1)

Γ(µ+ 1 + k)

)
,

and E|W 2| = 1
Γ(1+2σ2)|Γ(1+λ2)|2

(
1 +

∑
µ∈Sp(A)

1≤k≤m−1

1
(2σ2−µ)Hm(µ)

1
k!
|Γ(λ2+k)|2
|Γ(λ2)|2

Γ(µ+1)
Γ(µ+1+k)

)
.

(12)

PROOF. Let wk be thek-th column-vector ofA. Namely,wk = −kδk + (k + 1)δk+1 if k ≤ m − 2
andwm−1 = −(m − 1)δm−1 + mδ1. One hasuλ(wk) = λ

kγk(λ) for any eigenvalueλ and for any
k ∈ {1, . . . ,m − 1}. This leads to the computation of the linear formΦ(uλuµ) − (λ + µ)uλuµ, first in
thexk coordinates, then in theuν ones for any eigenvaluesλ andµ:

Φ(uλuµ)− (λ+ µ)uλuµ =
∑m−1

k=1 xk
λ
kγk(λ)µ

k γk(µ)

=
∑

ν∈Sp(A)

[∑
1≤k≤m−1

λµ
k2

γk(λ)γk(µ)
γk+1(ν)Hm(ν)

]
uν .

(13)

This leads to the result, the coefficient ofuν in the expansion of the second order reduced polynomials
corresponding to the indicesλ andµ being the above coefficients in brackets[.] divided byλ+ µ− ν. 2

One can compute these moments for various values ofm ≥ 27. As example of application of this result,
if X(2)

n denotes the number of nodes that contain one key after insertion of the(n− 1)-st key in anm-ary
search tree (see Chauvin and Pouyanne (2004)), then this random variable satisfies almost surely

X(2)
n =

2n
3Hm(1)

+ nσ2ρ(2) cos(λ′′2 log n+ ψ(2)) + o(nσ2)
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asn tends to infinity, whereρ(2) andψ(2) are real random variables. We give numeric approximations of
σ2,Hm(1) andE(ρ(2))2 for some values ofm:

m = 27 28 29 30 40 50
σ2 ∼ 0.517 0.533 0.549 0.563 0.662 0.720
2

3Hm(1) ∼ 0.231 0.228 0.225 0.223 0.203 0.191

E(ρ(2))2 ∼ 44.06 43.32 42.62 41.96 36.95 33.66
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