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Consider a simple symmetric random walk on the line. The parts of the random walk between consecutive returns to
the origin are called excursions. The heights and lengths of these excursions can be arranged in decreasing order. In
this paper we give the exact and limiting distributions of these ranked quantities. These results are analogues of the
corresponding results of Pitman and Yor [10, 11, 12] for Brownian motion.
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1 Introduction

Let $X_1, X_2, \ldots$ be independent random variables with distribution

$$P(X_i = +1) = P(X_i = -1) = \frac{1}{2}. \quad (1.1)$$

Put $S_0 = 0, S_i = X_1 + \ldots + X_i, i = 1, 2, \ldots$. Then the sequence $\{S_i\}_{i=0}^\infty$ is called a simple symmetric random
walk on the line. Consider the return times defined by $\rho_0 = 0$, $
\rho_i = \min\{k > \rho_{i-1} : S_k = 0\}, \quad i = 1, 2, \ldots \quad (1.2)$

Further, let

$$\xi(n) = \#\{k : 0 < k \leq n, S_k = 0\} \quad (1.3)$$

be the local time of the random walk at zero, i.e. the number of returns to the origin up to time $n$.

The parts $(S_{\rho_i}, S_{\rho_{i+1}})$, $i = 1, 2, \ldots$ between consecutive returns are called excursions. Consider the lengths $\tau_i = \rho_i - \rho_{i-1}$, and heights

$$\mu_i = \max_{\rho_{i-1} \leq k \leq \rho_i} |S_k|, \quad \mu_i^+ = \max_{\rho_{i-1} \leq k \leq \rho_i} S_k \quad (1.4)$$
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of $i$-th excursion.

Clearly, the random walk does not change sign within an excursion. We may call the excursion positive (negative) if the random walk assumes positive (negative) values within this excursion. If the $i$-th excursion is negative, then $\mu^+_i = 0$.

In this paper we consider the ranked lengths and heights of excursions up to time $n$. In general, however the (fixed) time $n$ need not be an excursion endpoint, and we include the length and height of this last, possibly incomplete, excursion as well. Consider the sequences

$L^{(1)}(n) \geq L^{(2)}(n) \geq \ldots$, \quad $M^{(1)}(n) \geq M^{(2)}(n) \geq \ldots$, \quad and \quad $M^{(1)}_+(n) \geq M^{(2)}_+(n) \geq \ldots$,

where $L^{(j)}(n)$ is the $j$-th largest in the sequence

$$(\tau_1, \tau_2, \ldots, \tau_{\xi(n)}, n - \rho_{\xi(n)}),$$

$M^{(j)}(n)$ is the $j$-th largest in the sequence

$$(\mu_1, \mu_2, \ldots, \mu_{\xi(n)}, \max_{\rho_{k(n)} \leq k \leq n} |S_k|),$$

while $M^{(j)}_+(n)$ is the $j$-th largest in the sequence

$$(\mu^+_1, \mu^+_2, \ldots, \mu^+_{\xi(n)}, \max_{\rho^+_{k(n)} \leq k \leq n} S_k).$$

We define $M^{(j)}_+(n) = M^{(j)}_+(n) = L^{(j)}(n) = 0$ if $j > \xi(n) + 1$.

Similar quantities for Brownian motion were investigated by Knight [9], Pitman and Yor [10, 11, 12], Wendel [13] and their strong limit properties were studied in [7, 8], [4, 5]. In [3] the properties of $L^{(1)}$ were investigated.

In this paper we present exact and limiting distribution results for ranked lengths and heights of random walk excursions.

2 Exact distributions

First we give the exact distributions for $M_+$. In the sequel the binomial coefficient $\binom{n}{a}$ is meant to be zero if $k > n$, $k < 0$ or $k$ is not an integer.

**Theorem 2.1.** For $a > 0$, $\ell$ integers, we have

$$P(M^{(j)}_+(n) \geq a, S_n = \ell) = P(S_n = 2ja - \ell) = \frac{1}{2^n} \binom{n}{ja + \frac{n-a}{2}}, \quad \ell < a \quad (2.1)$$

$$P(M^{(j)}_+(n) \geq a, S_n = \ell) = P(S_n = 2(j-1)a + \ell) = \frac{1}{2^n} \binom{n}{(j-1)a + \frac{n-a}{2}}, \quad \ell \geq a \quad (2.2)$$

and

$$P(M^{(j)}_+(n) \geq a) = P(S_n = (2j-1)a) + 2P(S_n > (2j-1)a) \quad (2.3)$$

$$= \frac{1}{2^n} \binom{n}{ja + \frac{n-a}{2}} + 2 \sum_{\ell > (2j-1)a} \frac{n}{2^n} \binom{n}{\frac{n-a}{2}}.$$
Proof. These results are well-known for \( j = 1 \), their usual proofs being based on the reflection principle of André [1]. Our present proofs are also based on the reflection principle, applied successively. Now consider the case \( j = 2 \). The event \( \{ M_+^{(2)}(n) \geq a \} \) means that there are at least two upcrossings from 0 to \( a \) by the random walk up to time \( n \). Let \( \tau_1 \) be the first hitting time of the level \( a \), \( \theta_1 \) be the first return time to zero after \( \tau_1 \) and let \( \tau_2 \) be the first hitting time of \( a \) after \( \theta_1 \). Reflect the part between \( \tau_1 \) and \( \theta_1 \) through \( a \), then \( \theta_1 \) becomes the first hitting time of the level \( 2a \) for the new path. Put the part between \( \theta_1 \) and \( n \) continuously to the new path. If \( \ell \geq a \), we are done, and reversing this procedure, we can see that there is a bijection between the set of paths \( \{ M_+^{(2)}(n) \geq a, S_n = \ell \} \) and \( \{ S_n = 2a + \ell \} \). This proves (2.2) for \( j = 2 \). If \( \ell < a \), then \( \tau_2 \) becomes the first hitting time of \( 3a \) for the new path. Reflect the part between \( \tau_2 \) and \( n \) through \( 3a \), we get a path with \( S_n = 4a - \ell \). By reversing this procedure, we can see that there is a bijection between \( \{ M_+^{(2)}(n) \geq a, S_n = \ell \} \) and \( \{ S_n = 4a - \ell \} \), proving (2.1) for \( j = 2 \). By repeating the above procedure, we get (2.1) and (2.2) for \( j \geq 3 \) as well. Now (2.3) follows from (2.1) and (2.2) by summing up for \( \ell \).

Concerning the distributions of \( M \) we present

**Theorem 2.2.** For \( a > 0 \), integer we have

\[
P(M^{(j)}(n) \geq a, S_n = 0) = 2^j n \sum_{k=0}^{\infty} (-1)^k \binom{k+j-1}{k} P(S_n = 2(k+j)a)
\]

and

\[
P(M^{(j)}(n) \geq a) \\
= 2^j n \sum_{k=0}^{\infty} (-1)^k \binom{k+j-1}{k} \left(P(S_n = 2(k+j)a) + 2P(S_n > (2k+j-1)a)\right)
\]

\[
= 2^j n \sum_{k=0}^{\infty} (-1)^k \binom{k+j-1}{k} \left(\binom{n}{(j+k)a + \frac{n-a}{2}} + 2 \sum_{\ell > (2k+j-1)a} \binom{n}{\frac{n+a+\ell}{2}}\right).
\]  

Proof. We follow the proof presented in Pitman and Yor [12] for the case of Brownian bridge. In fact, we show that Theorem 2.2 is a consequence of Theorem 2.1.

Let \( \{ \xi_i \}_{i=1}^{\infty} \) be a sequence of i.i.d. random variables with \( P(\xi_i = 0) = P(\xi_i = 1) = 1/2 \), and let \( g_j \) denote the index of the \( j \)-th 1 in the above sequence. It is well-known that \( g_j \) has negative binomial distribution

\[
P(g_j = k + j) = \frac{1}{2^{k+j}} \binom{k+j-1}{k}, \quad k = 0, 1, \ldots
\]

Since heights and signs of excursions are independent, we have

\[
\left\{ M_+^{(j)}(n) \right\}_{j=1}^{\infty} \overset{\text{d}}{=} \left\{ M^{(\xi_j)}(n) \right\}_{j=1}^{\infty},
\]
where $\mathcal{D}$ denotes equality in distribution and the sequences $\{\varepsilon_i\}_{i=1}^\infty$ and $\{M^{(j)}(n)\}_{j=1}^\infty$ are assumed to be independent. Hence

$$Ef\left(M^{(j)}_+(n)\right) = Ef\left(M^{(j)}(n)\right) = \sum_{k=0}^\infty \frac{1}{2k+j} \binom{k+j-1}{k} Ef\left(M^{(k+j)}(n)\right)$$

and using Lemma 9 in Pitman and Yor [12] one can invert (2.6) as

$$Ef\left(M^{(j)}(n)\right) = 2^j \sum_{k=0}^\infty (-1)^k \binom{k+j-1}{k} Ef\left(M^{(k+j)}_+(n)\right)$$

On choosing $f(x) = I\{x \geq a\}$, where $I$ denotes indicator of the event in the brackets, we get (2.5) from (2.3). The proof of (2.4) is similar.

Concerning the lengths $L^{(j)}(n)$ no explicit formula is known for their distributions. In [3] a recurrence formula is given for $j = 1$ as

$$P(L^{(1)}(n) \leq z) = \sum_{k=1}^z b_k P(L^{(1)}(n-k) \leq z),$$

where

$$b_k = P(\rho_1 = k) = \frac{1}{k2^{k-2}} \binom{k-2}{\frac{k-2}{2}}$$

is the probability that the first return time to zero is equal to $k$. (2.7) is equivalent to

$$P(L^{(1)}(n) > z) = \sum_{k=1}^z b_k P(L^{(1)}(n-k) > z) + \sum_{k=z+1}^\infty b_k$$

for $z < n$ and $P(L^{(1)}(n) > z) = 0$ if $z \geq n$.

This can be generalized as follows.

**Theorem 2.3.** For $j > 1$, $n \geq 2j - 1$, $z \geq 1$ integers we have

$$P(L^{(j)}(n) > z) = \sum_{k=1}^z b_k P(L^{(j)}(n-k) > z) + \sum_{k=z+1}^n b_k P(L^{(j-1)}(n-k) > z).$$

**Proof.** The proof of (2.9) is straightforward by considering that the first return to zero occurs at time $k$. If $k > z$, it means that the length of the first excursion is larger than $z$, so in the remaining part we need only $j - 1$ excursions whose lengths are greater than $z$. 

The generating function of the above distributions can be given as follows. Let $0 < u < 1$ and define

$$\phi_j(u, z) = \sum_{n=1}^\infty u^n P(L^{(j)}(n) > z).$$
By recurrence formula (2.9), we obtain that for $j > 1$,

$$
\phi_j(u, z) = \sum_{k=1}^{\infty} \sum_{n=k}^{\infty} b_k u^n P(L^{(j)}(n-k) > z) + \sum_{k=1}^{\infty} b_k \sum_{n=k}^{\infty} u^n P(L^{(j-1)}(n-k) > z)
= \sum_{k=1}^{\infty} b_k u^k \sum_{m=z}^{\infty} u^m P(L^{(j)}(m) > z) + \sum_{k=1}^{\infty} b_k u^k \sum_{m=z}^{\infty} u^m P(L^{(j-1)}(m) > z)
= \sum_{k=1}^{\infty} b_k u^k \nu_j(u, z) + \sum_{k=1}^{\infty} b_k u^k \phi_{j-1}(u, z),
$$

since $P(L^{(j-1)}(m) > z) = 0$ when $m < z$. For $j = 1$, we get from (2.8) that

$$
\phi_1(u, z) = \sum_{k=1}^{\infty} b_k u^k \nu_1(u, z) + \sum_{k=1}^{\infty} b_k \frac{u^{k+1}}{1-u}.
$$

It follows that

$$
\phi_1(u, z) = \frac{u^{z+1} \sum_{k=z+1}^{\infty} b_k}{(1-u)(1-\sum_{k=1}^{\infty} b_k u^k)},
$$

and for $j \geq 2$,

$$
\phi_j(u, z) = \left( \frac{\sum_{k=z+1}^{\infty} b_k u^k}{1-\sum_{k=1}^{\infty} b_k u^k} \right)^{j-1} \phi_1(u, z) = \frac{\left( \sum_{k=z+1}^{\infty} b_k u^k \right)^{j-1} u^{z+1} \sum_{k=z+1}^{\infty} b_k}{(1-u)(1-\sum_{k=1}^{\infty} b_k u^k)^j}. \tag{2.10}
$$

We note the following interpretation of the generating function $\phi_j$. Let $N$ be a random variable, independent of our random walk, having geometric distribution with parameter $1-u$, i.e.

$$
P(N = n) = (1-u)u^{n-1}, \quad n = 1, 2, \ldots \tag{2.11}
$$

Then

$$
P(L^{(j)}(N) > z) = \frac{1-u}{u} \phi_j(u, z). \tag{2.12}
$$

Some joint distributions can also be given. Consider e.g. the joint distribution of $M^{(1)}(n)$ and $L^{(1)}(n)$.

**Theorem 2.4.**

$$
P(M^{(1)}(n) < a, L^{(1)}(n) \leq z) = \sum_{k=1}^{\infty} c_k \delta(M^{(1)}(n-k) < a, L^{(1)}(n-k) \leq z), \tag{2.13}
$$

where

$$
c_k = \frac{1}{2\pi i} \sum_{l=-\infty}^{\infty} \left( \frac{k-2}{l+2ia} - \frac{k-2}{l+ia} \right).
$$

**Proof.** Consider again that the first return time to zero is equal to $k$. The probability of the event

$$
\{S_0 = 0, 0 < |S_i| < a, i = 1, 2, \ldots, k-1, S_k = 0\}
$$

is exactly $c_k$ (cf., e.g. [6]). For the remaining path we need also that $M^{(1)} < a, L^{(1)} \leq z$. Hence we have (2.13). □
3 Limiting distributions

Now one can obtain the limiting distributions for the ranked heights from the exact formulae of Section 2 by the usual procedure: Stirling formula, etc. based on the asymptotic results:

$$\lim_{n \to \infty} P(S_n > y\sqrt{n}) = 1 - \Phi(y)$$

and

$$\left( \frac{2n}{n + [y\sqrt{2n}]} \right) \sim \frac{2^n e^{-2y^2}}{\sqrt{n}} \sqrt{1 + \frac{1}{2}} \quad n \to \infty,$$

where $\Phi(\cdot)$ is the standard normal distribution function.

**Theorem 3.1.**

$$\lim_{n \to \infty} P(M^{(j)}(n) \geq y\sqrt{n}) = 2(1 - \Phi((2j - 1)y))$$

and

$$\lim_{n \to \infty} P(M^{(j)}(2n) \geq y\sqrt{2n}|S_{2n} = 0) = e^{-2j^2y^2}.$$

**Theorem 3.2.**

$$\lim_{n \to \infty} P(M^{(j)}(n) \geq y\sqrt{n}) = 2^{j+1} \sum_{k=0}^{\infty} (-1)^k \binom{k + j - 1}{k}(1 - \Phi((2k + 2j - 1)y))$$

and

$$\lim_{n \to \infty} P(M^{(j)}(2n) \geq y\sqrt{2n}|S_{2n} = 0) = 2^j \sum_{k=0}^{\infty} (-1)^k \binom{k + j - 1}{k} e^{-2(k+j)^2y^2}.$$

These limiting distributions are the same as the corresponding distributions in the case of Brownian motion. For (3.3) and (3.5) see [12] and for (3.2) see [5].

The limiting distribution of $L^{(j)}$ can be obtained in the following form.

**Theorem 3.3.**

$$\lim_{n \to \infty} P(L^{(j)}(n) < xn) = P(V_j < x),$$

where $V_j$ is a random variable with

$$E(\exp(-\lambda/V_j)) = \frac{e^{-\lambda} (G(\lambda))^{j-1}}{(\sqrt{\pi\lambda} + G(\lambda))^{j}},$$

where

$$G(\lambda) = \frac{1}{2} \int_1^\infty \frac{e^{-\lambda y}}{y^{3/2}} dy.$$

**Remark:** (3.6) is given in Wendel [13] and Pitman and Yor [10], $V_j$ being the ranked excursion length of Brownian motion.
Proof. Let $N = N(z)$ be geometric random variable as in (2.11) with $u = \exp(-\lambda/z)$. First we show that

$$\lim_{z \to \infty} P(L^{(j)}(N) > z) = \frac{e^{-\lambda} (G(\lambda))^{j-1}}{(\sqrt{\pi \lambda} + G(\lambda))^j}. \tag{3.7}$$

Using the asymptotic relation (3.1), we can see

$$b_{2r} \sim \frac{1}{2\sqrt{\pi r^{3/2}}}, \quad r \to \infty, \quad \text{and} \quad \sum_{k=2z+1}^\infty b_k \sim \frac{2}{\pi z}, \quad z \to \infty,$$

hence

$$\sum_{k=2z+1}^\infty b_k \exp(-\lambda k/z) \sim \frac{1}{2\sqrt{\pi}} \sum_{2r>2z+1} \frac{1}{r^{3/2}} \exp(-2\lambda r/z) \sim \frac{1}{2\sqrt{\pi}} \int_{2z/2}^\infty \frac{\exp(-2\lambda v/z)}{v^{3/2}} dv = \sqrt{\frac{2}{\pi z}} G(\lambda),$$

as $z \to \infty$. Moreover, using the well-known generating function for $b_k$, we get

$$1 - \sum_{k=1}^z b_k u^k = 1 - \sum_{k=1}^\infty b_k u^k + \sum_{k=z+1}^\infty b_k u^k = \sqrt{1 - u^2} + \sum_{k=z+1}^\infty b_k u^k \sim \sqrt{\frac{2\lambda}{z}} + \sqrt{\frac{2}{\pi z}} G(\lambda).$$

Now (3.7) follows by using (2.10), (2.12) and the above asymptotic relations.

Now let $H^{(j)}$ be the inverse of $L^{(j)}$, i.e. $H^{(j)}(z) = \inf\{n : L^{(j)}(n) > z\}$. It is then easy to see that

$$E\left(\exp\left(-\frac{\lambda H^{(j)}(z)}{z}\right)\right) = \exp(-\lambda/z) P(L^{(j)}(N) > z),$$

hence by (3.7) we conclude that the limiting distribution of $H^{(j)}(z)/z$ is the distribution of $1/V_j$, which in turn implies that the limiting distribution of $L^{(j)}(n)/n$ is the distribution of $V_j$.
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