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The Saddle Point Method for the Integral of
the Absolute Value of the Brownian Motion

Leonid Tolmatz†

School of Mathematics and Statistics, University of Newcastle Upon Tyne, NE1 7RU, UK.
leonid.tolmatz@newcastle.ac.uk

The distribution function of the integral of the absolute value of the Brownian motion was expressed by L.Takács in
the form of various series. In the present paper we determine the exact tail asymptotics of this distribution function.
The proposed method is applicable to a variety of other Wiener functionals as well.
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1 Introduction
Let B

�
t ��� t � 0, denote the standard Brownian motion. The interest to the functional� 1

0 � B
�
t � � dt (1)

is motivated by applications in order statistics: its distribution naturally appears in the consideration of the
reliability of the procedure of determination of a theoretical distribution by drawing of a random sample.
Namely, in the case when the sample size N is a Poissonian random variable, see Kac (1949a). The dis-
tribution function of the functional (1) was determined explicitly by Takács (1993) in the form of various
series. The logarithmic tail asymptotics of this distribution follows from independent results by Borell
(1975) and Kallianpur and Oodaira (1978).
The purpose of the present paper is to outline how the saddle point method for integrals in the complex
plane can be applied to determine the exact tail asymptotics of this distribution. These results where
obtained in Tolmatz (1992), but remained unpublished. In the recent years the interest to distributions
generated by various Wiener functionals is steadily growing; in particular we can mention applications to
running times of certain algorithms and the applications in mathematical finance. Recently the asymp-
totics in question was computed by Fatalov (2003) by a completely different method.
The corresponding results for the Brownian bridge in the L1 norm can be found in Cifarelli (1975), Shepp
(1982), Johnson and Killeen (1983) and Tolmatz (2000). The method applied in Tolmatz (2000) is similar
to the one used in Tolmatz (1992), but the case of Brownian motion is technically more complicated than
that of the Brownian bridge, that is Tolmatz (2000) is a simplified version of Tolmatz (1992).
On results regarding the Brownian bridge and Brownian motion in the L2 norm see Anderson and Darling
(1952), Kiefer (1959), Tolmatz (2002), (2003), Cameron and Martin (1944).
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2 Preliminaries
Notation and some reference formulas. Ai

�
z � , Bi

�
z � denote the two Airy functions, ζ � 2

�
3z3 � 2; all

fractional powers of complex numbers are taken as their principal values.
We shall make use the following asymptotic formulas for Ai

�
z � and Ai � � z � , see Olver (1974) Ch. 11:

Ai
�
z ��� 1

2
π � 1 � 2z � 1 � 4e � ζ � 1 � O

�
1
�
ζ �	� � in � argz �


 π � δ � (2)

Ai � � z ���� 1
2

π � 1 � 2z1 � 4e � ζ � 1 � O
�
1
�
ζ ��� � in � argz �


 π � δ � (3)

Let σ
�
λ � t � denote the distribution we wish to determine,

σ
�
λ � t ��� Prob � � t

0 � B
�
s � � ds � λ � � (4)

and F
�
p � q � denotes its Laplace–Stieltjes transform with respect to λ � t correspondingly. Similarly, let

σ1
�
λ � t � x ��� Prob � � t

0 � B
�
s � � ds � λ � B

�
t ��� x � � (5)

and F1
�
p � q � x � be its Laplace–Stieltjes transform with respect to λ � t.

A direct application of the classical result of Kac (1949b), see also Rosenblatt (1951), yields:

F1
�
p � q � x ��� ��� ∞

0

��� ∞

0
e � pλ � qtdλσ1

�
λ � t � x � dt �� �

2p � � 1 � 3 Ai
�
21 � 3 p � 2 � 3 � q � p � x � � �
Ai � � 21 � 3 p � 2 � 3q � � (6)

with p and q in the right half–plane. For p � q � 0 it holds

F
�
p � q ��� 2

� � ∞

0
F1

�
p � q � x � dx ��� 2 � � 2p � � 1 � 3

Ai � � 21 � 3 p � 2 � 3q �
� ∞

0
Ai

�
21 � 3 p � 2 � 3 � q � px �	� dx � (7)

3 Some Analytical Properties of F � p � q �
Lemma 1. Let p � q � 0. Then F

�
p � q � can be represented in the form

F
�
p � q ���� 2 � � 2p � � 1 � 3

Ai � � z0
�
p � q � �

� � z0 � p  q !
0

Ai
�
z � dz � α � � (8)

where z0
�
p � q ��� 21 � 3 p � 2 � 3q, and

α � � ∞

0
Ai

�
z � dz � 1

3
� (9)

Proof. In the integral in (7) we apply the change of variable z � 21 � 3 p � 2 � 3 � q � px ��� which yields

F
�
p � q ���� 2 � � 2p � � 1 � 3

Ai � � z0
�
p � q � �

� � z0 � p  q !
0

Ai
�
z � dz � � � ∞

0
Ai

�
z � dz � � (10)
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According to Prudnikov et. al. (1990), 2.11.2 p.125, we have:

��� ∞

0
Ai

�
x � dx � 3 � 1 � 2

2π
Γ
�
1
�
3 � Γ �

2
�
3 ��� (11)

which implies (9), and (8) follows.

Theorem 1. F
�
p � q � in (7) admits an analytic continuation into the complex domain ℜp � 0, ℜq � 0.

In particular, such an analytic continuation is provided by the integral

F
�
p � q ���� 2 � � 2p � � 1 � 3

Ai � � z0
�
p � q � �

� � z0 � p  q !
0

Ai
�
z � dz � α � � (12)

where the integration is taken along any smooth path in the right half–plane.

Proof. We observe that if p and q are in the right half–plane, then

� argz0
�
p � q � �



2
�
3 � arg p � � � argq � � 5

�
6π � (13)

All zeros of Ai � � z � are real and negative; this fact together with (13) implies the theorem.

4 Laplace Inversions
Theorem 2. Let F

�
p � q � be the analytical function as defined in Theorem 1. Then the distribution function

σ
�
λ � t � and its density function f

�
λ � t � are given by the following double Laplace inversions:

σ
�
λ � t ��� 1�

2πi � 2

� a � i∞

a � i∞
dqeqt

� b � i∞

b � i∞

1
p

F
�
p � q � epλdp (14)

f
�
λ � t ��� 1�

2πi � 2

� a � i∞

a � i∞
dqeqt

� b � i∞

b � i∞
F
�
p � q � epλdp (15)

with any a � 0 � b � 0.

Proof. The proof follows via standard manipulations with Laplace’s integrals. The factor 1
p in (14) stems

from a well known property of the Laplace transform: if f
�
x � � � f � p � , then

� x
0 f

�
t � dt � 1

p
� f � p � .

In the remaining part of the paper we shall treat F
�
p � q � similarly to the treatment of F̃

�
p � q � in Tolmatz

(2000). However, the present situation with F
�
p � q � requires more attention than it was in the case of

F̃
�
p � q � in the cited paper, because now F

�
p � q � is no more given directly in terms of Airy functions, but

it is given rather in terms of an integral of an Airy function, where the upper limit of integration itself
depends on p and q.
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5 More on Analytical Properties of F � p � q �
Let a � b � 0 be fixed; we also fix an arbitrary complex q, such that ℜq � a. We denote θ � argq; let Dθ
be the complex p–plane with a cut along the ray

p � rei � θ � π ! � (16)

where r � 0 and � θ � � π
�
2. Any p in Dθ has a unique representation in the form p � ρei � θ � ϕ ! , where

ρ � � p � , � ϕ � � π. For such a p and β real, the corresponding fractional power we define as pβ � ρβeiβ � θ � ϕ ! ;
we observe that pβ is analytic in Dθ.

Lemma 2. F
� � � q � admits an analytic continuation into Dθ.

Proof. We observe that

� argz0
�
p � q � �



1
�
3 � θ � � 2

�
3 � ϕ � � 5

�
6π � (17)

thus Ai � � z0
�
p � q � � has no zeros in Dθ, so that (12) provides a desired analytical continuation.

Lemma 3. For p large, p � Dθ, we have, for some C � γ � 0:

� F
�
p � q � � � C � � p � � γ � (18)

Proof. For � p �
� ∞ in Dθ, z0

�
p � q ��� 21 � 3 p � 2 � 3q � 0 � hence

� z0 � p  q !
0 Ai

�
z � dz remains bounded.

Since argz0
�
p � q � � 5

�
6π, Ai � � z0

�
p � q � � also remains bounded and bounded away from 0; thus

� F
�
p � q � �


 2 � 2p � � 2 � 3
� Ai � � z0

�
p � q � � �

������ � z0 � p  q !
0

Ai
�
z � dz

���� � α � � C � � p � � 2 � 3 � (19)

and the Lemma follows with γ � 2
�
3.

Lemma 4. The inner integral in (14),

� b � i∞

b � i∞

1
p

F
�
p � q � epλdp � (20)

is well defined.

Proof. By Lemma 3,

����
� b � i∞

b � i∞

1
p

F
�
p � q � epλdp

���� � � b � i∞

b � i∞

C

� p � 1
� γ ebλ � dp � � ∞ � (21)
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6 Transformation of the Contours
In this section we show that the vertical path of integration in the integral

� b � i∞
b � i∞ 1

� �
p � iε � F �

p � q � epλdp
can be replaced by integration on the both sides of the cut along the ray (16), see Theorem 6. A similar
transformation of contours was applied in Tolmatz (2000).
It is worthwhile to mention that the choice of the contour of integration in the complex plane is the crucial
in computations with saddle points. Even in the case of a one–dimensional complex integral, when we
deal with a curve in the complex plane, finding a suitable contour is usually a non–trivial task, while here
we are dealing with a triple complex integral.
For any fixed θ ��� � π

2 � π
2 � , and δ � 0, 0 � r � ε � b � R, we define

a closed contour Cδ in the complex p–plane as follows:

Cδ � Cb � Cδ
R � C

�
δ � Cδ

r � C �δ (22)

where Cb � � p � ℜp � b and � p �



R � (23)

Cδ
R � � p � ℜp



b � � p � � R � and � arg p � θ � � π � δ � (24)

Cδ
r � � p � ℜp



b � � p � � r � and � arg p � θ � � π � δ � (25)

C �δ � � p � arg p � θ � π � δ and r



� p �



R � (26)

Let Dδ denote the domain bounded by Cδ, and D̄δ its closure. We shall denote fε
�
p ��� 1

p � iε F
�
p � q � epλ;

by Lemma 2, fε
�
p � is analytic in Dθ, except the pole at p � iε. It is easy to see that

�
Cδ

fε
�
p � dp � 2πiResp � iε fε

�
p � � (27)

We shall need the following preleminary results:

Lemma 5.

lim
ε � 0

� b � i∞

b � i∞
fε
�
p � dp � lim

ε � 0

� b � i∞

b � i∞

F
�
p � q �

p � iε
epλdp � � b � i∞

b � i∞

F
�
p � q �
p

epλdp � (28)

Proof. We have with making use of Lemma 3:

����
� b � i∞

b � i∞

�
1

p � iε
� 1

p
� F

�
p � q � epλdp

���� � ε
����
� b � i∞

b � i∞

1
p
�
p � iε � F

�
p � q � epλdp

����
� 0 � (29)

Let us denote

p � ρei � ϕ � θ ! � (30)

z � � ρ ��� 21 � 3ρ � 2 � 3e � 2 � 3 � θ � π ! iq � (31)

f �ε �
ρ ��� � exp

� � ρeiθλ �
ρeiθ � iε

z � � ρ � eiθ

Ai � � z � � ρ � �
1
q

� � z 	 � ρ !
0

Ai
�
z � dz � α � � (32)
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Lemma 6 (The passage δ � 0 in (29)).
� R

r
f
�
ε
�
ρ � dρ � � R

r
f �ε �

ρ � dρ � (33)�
Cb

fε
�
p � dp � �

C0
R

fε
�
p � dp � �

C0
r

fε
�
p � dp �

2πiResp � iε fε
�
p � �

Proof. The proof follows by an elementary justifiable termwise passage to the limit δ � 0 in the equation

�
Cδ

fε
�
p � dp � � �

Cb

� �
Cδ

R

� �
Cδ

r

� �
C �δ
� �

C �δ
� fε

�
p � dp � (34)

Theorem 3. � b � i∞

b � i∞
fε
�
p � dp � 2πiResp � iε fε

�
p � � � � ∞

0
� f �ε �

ρ � � f �ε �
ρ � � dρ � (35)

Proof. Let R � � ∞ in (33). By Lemma 3 we can see that
�

C0
R

fε
�
p � dp � 0; this yields

��� ∞

r
� f �ε �

ρ � � f �ε �
ρ � � dρ � � b � i∞

b � i∞
fε
�
p � dp � �

C0
r

fε
�
p � dp � 2πiResp � iε fε

�
p � � (36)

To complete the proof, it remains to show that in (36)�
C0

r

� 0 as r � 0. (37)

We can write

� � z0 � p  q !
0

Ai
�
z � dz � α � � 0

z0 � p  q ! Ai
�
z � dz � ��� ∞

0
Ai

�
z � dz � �

C1 � p  q ! Ai
�
z � dz � (38)

where the path C1
�
p � q � is the broken line, which is defined by its three vertices: z � z0

�
p � q � , z � 0, and

z � � ∞. (That is C1
�
p � q � proceeds from z0

�
p � q � to the origin, and then along the real axis).

It is not difficult to see, that C1
�
p � q � is equivalent to C2

�
p � q � , where C2

�
p � q � is the ray

C2
�
p � q ���� z � z � z0

�
p � q � � τ � τ � 0 � � (39)

that is we have �
C1 � p  q ! Ai

�
z � dz � �

C2 � p  q ! Ai
�
z � dz � (40)

(To show this, we apply Cauchy’s theorem with the asymptotc estimate Ai
�
z � � 1

� �
2

�
π � z � 1 � 4 exp

� � ζ � � 1 �
O
�
1
�
ζ � � , where ζ � 2

�
3z3 � 2). Denote S � � z � � argz � � 5

�
6π � � Since � z0

�
p � q � �

� ∞ as p � 0, we wish to
estimate � 1

Ai � � z0
�
p � q � �

� � z0 � p  q !
0

Ai
�
z � dz � α � � 1

Ai � � z0
�
p � q � �

�
C2 � p  q ! Ai

�
z � dz � (41)
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when z0
�
p � q � is large, under the condition p � Dθ; in such a case z0

�
p � q � � S; moreover, C2

�
p � q ��� S.

Denote

I � z0
�
p � q � � � �

C2 � p  q ! Ai
�
z � dz � ��� ∞

0
Ai

�
z0

�
p � q � � τ � dτ � (42)

From

� Ai
�
z � � � C � e � ζ �

1 � � z � 1 � 4 � C � e � ζ � (43)

and

� 1
�
Ai � � z0

�
p � q � � � � C � eζ0 � p  q ! �

1 � � z0
�
p � q � � 1 � 4 � C � eζ0 � p  q ! � � (44)

where ζ0
�
p � q ��� 2

�
3z3 � 2

0

�
p � q � and z0

�
p � q � � S, we obtain

� I
�
z0

�
p � q � � � Ai

�
z0

�
p � q � � � �

� � ∞

0 � Ai
�
z0

�
p � q � � τ � �

�
� Ai

�
z0

�
p � q � � � dτ � (45)

C
� � ∞

0

�� exp � � 2
�
3
� � z0

�
p � q � � τ � 3 � 2 � z0

�
p � q � 3 � 2 � � �� dτ � (46)

that is

� I
�
z0

�
p � q � � � Ai

�
z0

�
p � q � � � � C

� � ∞

0
exp

� � � τ

0
ℜ � � z0

�
p � q � � s � ds � dτ � (47)

It holds � argz0
�
p � q � � s � � 5

�
6π � so we have cos � 1 � 2 �

argz0
�
p � q � � s ��� � cos

�
5
�
12π ��� γ1 � 0 � and

ℜ
�

z0
�
p � q � � s � � z0

�
p � q � � s � 1 � 2γ1 � Denote ∆ � min

s � 0 � z0
�
p � q � � s � � We observe that

∆ � �
� z0

�
p � q � � � if ℜz0

�
p � q � � 0 �

ℑz0
�
p � q � � if ℜz0

�
p � q � � 0 � (48)

An elementary consideration shows that if � z0
�
p � q � � � 1, then

ℜ
�

z0
�
p � q � � s � � z0

�
p � q � � s � 1 � 2γ1 � ∆1 � 2γ1 � � z0

�
p � q � � 1 � 4γ � (49)

with some γ � 0. From this, if � z0
�
p � q � � � 1, then

� τ

0
ℜ
�

z0
�
p � q � � sds � � z0

�
p � q � � 1 � 4γτ � (50)

We substitute (50) in (47) and obtain

� I
�
z0

�
p � q � � � Ai

�
z0

�
p � q � � � � C

� � ∞

0
exp

� � � z0
�
p � q � � 1 � 4γτ � dτ � C

� z0
�
p � q � � 1 � 4γ

� (51)

that is the left–hand side of (51) is bounded for for � z0
�
p � q � � � 1 and z0

�
p � q � � S. From this, with � p � � r,

we obtain

� fε
�
p � � �

����
1

p � iε

���� � F
�
p � q � � � epλ � �

����
1

p � iε

����
����

2�
2p � 2 � 3 ���� � I � z0

�
p � q � � � Ai

�
z0

�
p � q � � � � epλ � � Cr � 2 � 3 � (52)
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where C is a constant; therefore
����
�

C0
r

fε
�
p � dp

���� � 2πCr1 � 3 � 0 as r � 0 � (53)

and (37) follows.

7 Further Transformations
Remark. In the remaining part of this paper some technical lemmas will be given without proofs. The
reader can either treat these as exercises, or find proofs in Tolmatz (1992).
We shall denote

Jε
�
λ � θ ��� � � ∞

0
� f �ε �

ρ � � f �ε �
ρ � � dρ; (54)

this integral has appeared in the statement of Theorem 3. Let also

ξ0
�
ρ � � 21 � 3ρ � 2 � 3 exp

� � 2θi
�
3 � q � (55)

Then
z � � ρ ��� exp

� � 2πi
�
3 � ξ0

�
ρ � � (56)

Notice that

� ξ0
�
ρ � � � � z �

�
ρ � � and argξ0

�
ρ ��� 1

�
3θ � (57)

In the estimates to follow C, C1 � � � and γ, γ1 � � � denote some positive constants.

Theorem 4.

Jε
�
λ � θ ��� ��� ∞

0
dρ � k � ρ �

�
αB1

�
ρ � � � ξ0 � ρ !

0
B2

�
ξ � dξ � � (58)

where the notation is:

k
�
ρ ����� 21 � 3ρ � 2 � 3 exp

�
iθ
�
3 �

ρexp
�
iθ � � iε

exp
� � ρeiθλ � � (59)

B1
�
ρ ��� e2πi � 3

Ai � � e2πi � 3ξ0
�
ρ � � � e � 2πi � 3

Ai � � e � 2πi � 3ξ0
�
ρ � � � (60)

B2
�
ρ � ξ ��� eπi � 3Ai

�
e2πi � 3ξ �

Ai � � e2πi � 3ξ0
�
ρ � � � e � πi � 3Ai

�
e � 2πi � 3ξ �

Ai � � e � 2πi � 3ξ0
�
ρ � � � (61)

Proof. By (32) we have

f
�
ε
�
ρ � � f �ε �

ρ ��� exp
� � ρeiθλ �

ρeiθ � iε
eiθ

q

�
z
� �

ρ �
Ai � � z � � ρ � �

� 0

z � � ρ ! Ai
�
z � dz � (62)

� z � � ρ �
Ai � � z � � ρ � �

� 0

z � � ρ ! Ai
�
z � dz �

� α
�

z
� �

ρ �
Ai � � z � � ρ � � � z � � ρ �

Ai � � z � � ρ � � ��� �
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The reparametrization

� 0

z 	 � ρ ! Ai
�
z � dz � e � 2πi � 3 � 0

ξ0 � ρ ! Ai
�
e � 2πi � 3ξ � dξ (63)

and obvious substitutions yield (58).

We shall need the identity (Olver (1974) Ch.11)

Ai
�
ze � 2πi � 3 ��� 1

2
e � πi � 3 � Ai

�
z � � iBi

�
z �	� � (64)

differentiation of which yields

Ai � � ze � 2πi � 3 ��� 1
2

e � πi � 3 � Ai � � z � � iBi � � z ����� (65)

Lemma 7 (Transformation of B1
�
ρ � ).

B1
�
ρ ����� 4i

�
Bi � � ξ0

�
ρ � � � 1 � β1

�
ρ � � � (66)

where β1
�
ρ � is some function such that

� β1
�
ρ � � � C1 exp

� � γ1 � ξ0
�
ρ � � 3 � 2 � � (67)

Lemma 8 (Transformation of
�

B2
�
ρ � ξ � dξ).

αB1
�
ρ � � � ξ0 � ρ !

0
B2

�
ρ � ξ � dξ �� 6iα

�
Bi � � ξ0

�
ρ � � � 1 � β

�
ρ � ��� (68)

where β
�
ρ � is some function such that

� β
�
ρ � � � C exp

� � γ � ξ0
�
ρ � � 3 � 2 � � (69)

Theorem 5.

Jε
�
λ � θ ��� � � ∞

0
dρ � 6 � 21 � 3ρ � 2 � 3eiθ � 3

ρeiθ � iε
exp

� � ρeiθλ � iα � 1 � β
�
ρ � �

Bi � � ξ0
�
ρ � � � (70)

where, for some C � γ � 0:

� β
�
ρ � � � C exp

� � γ � ξ0
�
ρ � � 3 � 2 � � (71)

Proof. The proof follows from (58) and the previous lemma.
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8 The Passage ε � 0.
Lemma 9.

lim
ε � 0

Jε
�
λ � θ ��� (72)

6 � 21 � 3αi
� � ∞

0
dρ � ρ � 5 � 3 exp

� � 4
�
3θi � exp

� � ρeiθλ � � 1 � Bi � � ξ0
�
ρ � � � � 1 � β � �

We shall use the notation
J
�
λ � θ ��� lim

ε � 0
Jε

�
λ � θ � � (73)

Lemma 10.

lim
ε � 0

Resp � iε fε
�
p ��� 1

q
� (74)

The following theorem sums up the results of previous sections.

Theorem 6. � b � ∞

b � ∞

1
p

F
�
p � q � epλdp � (75)

2πi
q
� 6 � 21 � 3αi

��� ∞

0

ρ � 5 � 3 exp
� � 4

�
3θi � exp

� � ρeiθλ �
Bi � � ξ0

�
ρ � � � 1 � β

�
ρ � � dρ �

where

α � ��� ∞

0
Ai

�
x � dx � 1

3
� (76)

ξ0
�
ρ ��� 21 � 3ρ � 2 � 3e � 2θi � 3q � (77)

β
�
ρ ��� O

�
exp

� � γ � ξ0
�
ρ � � 3 � 2 � � � (78)

In the following we shall use formula (75) in the form

� b � ∞

b � ∞

1
p

F
�
p � q � epλdp � 2πi

q
� 6 � 21 � 3αi

� � ∞eiθ

0

p � 5 � 3 exp
� � pλ �

Bi � � 21 � 3 p � 2 � 3q �
�
1 � β

�
p � � dp � (79)

where
��� ∞eiθ

0 denotes an integral in the p–plane along the ray reiθ, r � 0.

9 Some Expressions for σ � λ � t � .
For brevity we denote

J
�
λ � t ��� � a � i∞

a � i∞
dqeqt

� � ∞eiθ

0

p � 5 � 3 exp
� � pλ �

Bi � � 21 � 3 p � 2 � 3q �
�
1 � β

�
p � � dp � (80)

that is the distribution σ
�
λ � t � and its tail T

�
λ � t � , according to (14) and (79) take the form

σ
�
λ � t ��� 1 � 3 � 2 � 2 � 3αi

�
π2J

�
λ � t ��� (81)

T
�
λ � t ���� 3 � 2 � 2 � 3αi

�
π2J

�
λ � t � � (82)
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The substitution �
q � a

�
1 � i tanθ � �

p � reiθ � (83)

where � θ � � π
�
2, r � 0 transforms the integral J

�
λ � t � into the form

J
�
λ � t � � ai

� π � 2
� π � 2 sec2 θdθ

��� ∞

0
g
�
r� θ � r exp

�
iθ � dr� (84)

where g
�
r� θ � is the result of substitution (83) into the integrand in (80).

Lemma 11. The double integral which corresponds to the repeated integral (84), converges absolutely,
that is � π � 2

� π � 2
� � ∞

0

�� sec2 θg
�
r� θ � r exp

�
iθ � �� drdθ � ∞ � (85)

10 Application of Laplace’s Method for Integrals
We wish to apply to the integral J

�
λ � t � the saddle point method for integrals in a fashion similar to that in

Tolmatz (2000).

Proposition 12.

J
�
λ � t � � 2 � 1 � 12

�
π
� a � i∞

a � i∞
dq

� � ∞exp iθ

0

�
1 � O

�
1
�
ζ � � p � 3 � 2q � 1 � 4 exp

� � Φ
�
p � q � λ � t � � dp � (86)

where
Φ

�
p � q � λ � t ��� 2

�
2
�
3q3 � 2p � 1 � qt � pλ � (87)

Proof. We substitute in (80)

Bi � � z � p � q � � ��� z1 � 4 � p � q � π � 1 � 2 expζ
�
p � q �

�
1 � O

�
1

ζ
�
p � q � � � � (88)

and take into account that

�
1 � β �

�
1 � O

�
1

ζ
�
p � q � � � � 1 � O

�
1

ζ
�
p � q � � � (89)

One may expect that the system of equations�
Φp � 0 �
Φq � 0

(90)

provides a suitable saddle point for the integrand in J
�
λ � t � . We shall see that indeed this is the case.
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Proposition 13. The system of equations�
Φp ��� 2

�
2
�
3q3 � 2p � 2 � λ � 0 �

Φq � �
2q1 � 2 p � 1 � t � 0

(91)

has a unique (real) solution,
p � 3λ

�
t3 � (92)

q � 9λ2 � � 2t4 � � (93)

In the following we shall assume in all the formulas t � 1, that is all the expressions will relate to the
functional � 1

0 � Bs � ds � (94)

and the self–explanatory notation like J
�
λ ��� J

�
λ � 1 � will be used.

Lemma 14. Let by definition q0 � 9
�
2. Then

J
�
λ ��� 2 � 1 � 12

�
πλi

� π � 2
� π � 2

��� ∞

0

�
1 � β � � f

�
r� θ � exp

� � Φ0λ2 � drdθ � (95)

where the notation is
β � � O

�
r cos3 � 2 θ � λ � 2 ��� (96)

f
�
r� θ ��� q3 � 4

0 r � 3 � 2 exp
� � iθ

�
2 � sec2 θ � (97)

Φ0 � Φ0
�
r� θ ��� 9

eiθ � 2
cos3 � 2 θ

1
r
� q0

�
1 � i tanθ � � reiθ � (98)

We note that by Lemma 11 integral (95) converges absolutely. Lemma 14 implies that

T
�
λ ��� 3 � 2 � 2 � 3 α

π2 2 � 1 � 12
�

πλi
� π � 2
� π � 2

� � ∞

0

�
1 � β � � f

�
r � θ � exp

� � Φ0λ2 � drdθ � (99)

Lemma 15. The function

ℜΦ0
�
r� θ ��� 9

cosθ
�
2

cos1 � 2 θ
� 1
r
� r cosθ � q0 (100)

attains its unique absolute minimum at
�
r0 � θ0 ��� �

3 � 0 � ; the corresponding value is

m � ℜΦ0
�
3 � 0 ��� 3

�
2 � (101)

Let Sδ denote an open δ–neighbourhood of
�
r0 � 0 � in � 2 , and let by definition

D � � � r� θ � � 0 � r� � θ � � π
�
2 � ; (102)

then for the integral in (99) we have
� π � 2
� π � 2

��� ∞

0
� � �

D
� � � �

Sδ
� � �

D � Sδ
� � (103)
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Lemma 16. With some ε � 0, one has:� �
D � Sδ

�
1 � β � � f

�
r � θ � exp

� � Φ0λ2 � drdθ � O � e � � m � ε ! λ2 � � (104)

Lemma 16 shows that in order to determine an asymptotics of the tail T
�
λ � it suffices to determine an

asymptotics of the integral

Jδ
�
λ � � � �

Sδ

�
1 � β � � f

�
r� θ � exp

� � Φ0λ2 � drdθ � (105)

Instead of r we shall use the local variable η, where r � r0 � η �
Lemma 17.

Φ0
�
η � θ ��� 3

2
� 1

3
η2 � 1

2
iηθ � 3

8
θ2 � O � � η2 � θ2 � 1 � 2 � � (106)

Proof. Linear terms in (106) vanish by virtue of Lemma 15; the second order terms and the O–term result
from a straightforward Taylor expansion.

Lemma 18.
Jδ

�
λ ��� 2 � 3 � 44π

� �
3λ � 2 exp

� � 3
�
2λ2 � � 1 � o

�
1 � � � (107)

as λ � � ∞.

Lemmas 16 and 18 imply the main result of the present paper.

Theorem 7. As λ � � ∞, one has:

σ
�
λ ��� 1 � �

2
3π

1
λ

e � 3λ2 � 2 � 1 � o
�
1 � � � (108)

T
�
λ ��� �

2
3π

1
λ

e � 3λ2 � 2 � 1 � o
�
1 � � (109)

A similar derivation yields the asymptotics

f
�
λ ��� �

6
π

e � 3λ2 � 2 � 1 � o
�
1 � � � (110)

By the scaling property, for t � 0 we obtain

σ
�
λ � t ��� σ

�
λt � 3 � 2 � 1 ��� (111)

that is for any fixed t � 0 and λ � � ∞ we have the asymptotics

σ
�
λ � t ��� 1 � �

2
3π

t3 � 2
λ

e � 3λ2 � � 2t3 ! � 1 � o
�
1 � � � (112)

and correspondingly

f
�
λ � t ��� �

6
π

t � 3 � 2e � 3λ2 � � 2t3 ! � 1 � o
�
1 � � � (113)

Remark. The proposed method readily provides, for any fixed t � 0, asymptotic expansions of σ
�
λ � t � and

f
�
λ � t � in negative powers of λ up to any order.
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11 An Application to Moments
The distribution function F

�
λ � of the Brownian motion in the L1 norm was determined by Takács (1993),

and in the same paper the moments of this distribution µr were given as following:

µr � Lrr!

2r � 2Γ
� �

3r � 2 � � 2 � (114)

for r � 0 � 1 � � � � , where L0 � 1 and

Ln � βn � n

∑
j � 1

6 j � 1
6 j � 1

α jLn � j (115)

for n � 1 � 2 � � � � , where α0 � 1 and

α j � Γ
�
3 j � 1

�
2 ��

36 � j j!Γ
�
j � 1

�
2 � (116)

for j � 1 � 2 � � � � , where β0 � 1 and

βk � αk � 3
�
2k � 1 �

4
βk � 1 (117)

for k � 1 � 2 � � � � . From the relationships (114)–(117) Takács derived the asymptotic formula

µr �
�

2

�
r

3e
� r � 2

(118)

as r � ∞. The asymptotics (110) leads to an asymptotic formula for the moments µr in a different form
which, in turn, implies (118).

Theorem 8.

µr � 1
�

π

�
2
3
� r � 2

Γ
� �

r � 1 � � 2 � � (119)

Proof.

µr � � � ∞

0
λr f

�
λ � dλ � �

6
π

� � ∞

0
λre � � 3 � 2 ! λ2 � 1 � o

�
1 � � dλ � 1

�
π

�
2
3
� r � 2

Γ
�

r � 1
2
� � 1 � o

�
1 � � �

From (119) and by Stirling’s formula Γ � r � 1
2 � �

�
2πe � � r � 1 ! � 2 � r � 1

2 � r � 2 we obtain µr �
�

2
e

�
r � 1
3e � r � 2

as r � ∞, and (118) follows.
Remark. Notice that asymptotic expansions of higher orders of the density distribution f

�
λ � which are

available by the above method would readily generate the the corresponding asymptotic expansions for
the moments µr.
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12 Concluding Remarks
It was already mentioned that the contour of integration described in Section 6 plays a key role in the whole
construction. In the case of functional (1) it helped to transform the integrals given explicitly in terms of
Airy functions which emerged as solutions of certain differential equations. It turns out that the same
contour can be used in many other similar cases, when the integrand is no more available explicitly, but is
given as a certain Liouville–type asymptotics. In particular, in such a fashion one can obtain asymptotic
expansions of the distributions of the functionals of the form

� 1

0 � B
�
t � � αdt; (120)

this possibility was indicated in Tolmatz (1992). It is understood that the same contour can provide
asymptotics for a variety of Wiener functionals. Fatalov (2003) computed the asymptotics for (120) with
α � 0 by a completely different method. It would be interesting to work out the method discussed in
the present paper also for other Wiener functionals and to compare its scope with that of the alternative
method due to Fatalov.
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