
HAL Id: hal-01183337
https://inria.hal.science/hal-01183337

Submitted on 11 Aug 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On-line Adaptive Chain Covering of Upgrowing Posets
Bartlomiej Bosek, Piotr Micek

To cite this version:
Bartlomiej Bosek, Piotr Micek. On-line Adaptive Chain Covering of Upgrowing Posets. Computa-
tional Logic and Applications, CLA ’05, 2005, Chambéry, France. pp.37-48, �10.46298/dmtcs.3473�.
�hal-01183337�

https://inria.hal.science/hal-01183337
https://hal.archives-ouvertes.fr


Computational Logic and Applications, CLA ’05 DMTCS proc.AF, 2006, 37–48

On-line Adaptive Chain Covering
of Upgrowing Posets
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We analyze on-line chain partitioning problem and its variants as a two-person game. One person (Spoiler) builds an
on-line poset presenting one point at time. The other one (Algorithm) assigns new point to a chain. Kierstead gave a
strategy for Algorithm showing that widthw posets can be on-line chain partitioned into5

w−1

4
chains. Felsner proved

that if Spoiler presents an upgrowing poset, i.e., each new point is maximal at the moment of its arrival then there is a
strategy for Algorithm using at most

`

w+1

2

´

chains and it is best possible. An adaptive variant of this problem allows
Algorithm to assign to the new point a set of chains and than toremove some of them (but not all) while covering
next points. Felsner stated a hypothesis that in on-line adaptive chain covering of upgrowing posets Algorithm may
use smaller number of chains than in non-adaptive version. In this paper we provide an argument suggesting that it is
true. We present a class of upgrowing posets in which Spoilerhas a strategy forcing Algorithm to use at least

`

w+1

2

´

chains (in non-adaptive version) and Algorithm has a strategy using at mostO(w
√

w) chains in adaptive version.

Keywords: on-line algorithm, chain partition, order, poset

Throughout this paper, we consider aposet(partially ordered set)P to be a pair(P,6) whereP is a set
and6 is an order onP . We say thatx is abovey andy is belowxwhenx 6 y. Pointsx, y arecomparable
in P when eitherx 6 y or y 6 x and we denote it byx ≷ y. Otherwise, we sayx andy areincomparable
and writex ‖ y. ForX ⊆ P by closed/open upsetof X in P we mean

X⇑P := {p ∈ P : there isx ∈ X so thatx 6 p} ,
X↑P := {p ∈ P : there isx ∈ X so thatx < p} .

Dually we definedownsetsX⇓P andX↓P of X in P . If X = {x}, we prefer to writex↑P instead of
{x}↑P . The reference to the posetP is often omitted whenP is clear from the context.

†The authors are a scholar of the project which is co-financed from the European Social Fund and national budget in the frame
of The Integrated Regional Operational Programme.
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A subsetα ⊆ P is a chain in P if each two points inα are comparable inP . Dually,A ⊆ P is an
antichainin P if each two distinct points are incomparable. Thewidth of X , denoted bywidth(X), is
the maximum size of an antichain inX ⊆ P . We say thatα1, . . . , αn forms achain partitionof P if
all αi’s are chains,α1 ∪ . . . ∪ αn = P andαi ∩ αj = ∅ for i 6= j. The following, Dilworth’s theorem
connects the width of the poset with the minimal size of its chain partition: ifP = (P,6) is a poset and
width(P ) = w, then there exists a chain partitionα1, . . . , αw of P .

An on-line chain partitioning algorithm receives as input an on-line poset. This means that the elements
of the poset are taken one by one from some externally determined list. Being presented with a new
element the algorithm learns the comparability status of previously presented elements to the new one.
Based on this knowledge the algorithm assigns the new element to a chain in an irrevocable manner. The
performance of an on-line chain partitioning algorithm is measured by comparing the number of chains
used with the minimal size of a chain partition, i.e., with the width of the poset.

All on-line problems considered in this paper can be viewed as two-person games. We call the players
Algorithm and Spoiler. Algorithm represents an on-line algorithm and Spoiler represents an adversary.
The game is played in rounds. During each round Spoiler introduces a new pointx to the poset and
describes comparabilities betweenx and the points from all previous rounds. Algorithm respondsby
assigningx to a chain. The most important feature of on-line games is that Algorithm’s previous moves
(decisions) restrict his actual possibilities. For simplicity it is convenient to identify the chain partition
generated by Algorithm with a coloring. In this terms Algorithm colors the points presented by Spoiler
and each mono-colored set must be a chain.

The value of the on-line chain partitioning problem for widthw posets is the largest integerCP(w) so
that there is a strategy of presenting points that forces anyalgorithm to useCP(w) colors. Note that we
may as well defineCP(w) as the least integer so that there is an algorithm that never uses more colors.
An unpublished argument of Szemerédi proves lower bound andKierstead [3] showed upper bound in the
following:

(

w + 1

2

)

6 CP(w) 6
5w − 1

4
.

This is already a complicated result, and no progress has been made on this problem for the last 20 years.
Felsner [2] introduced a variant of the on-line chain partitioning problem. He restricts possible inputs
by the rule that the sequence in which elements are released is a linear extension of the poset, i.e., a
comparability of a new elementx to the formery’s has to be of the formy < x. In other words, each
new point is maximal at the moment of its arrival. On-line posets with this property are called upgrowing
posets and the value of the chain partitioning problem of upgrowing widthw posets, defined similarly to
the previous one, is denoted byCPU(w). Felsner [2] proved that

CPU(w) =

(

w + 1

2

)

. (1)

This paper focuses on the on-line adaptive chain covering problem. We describe this problem in terms
of an on-line game. During each round Spoiler, as previously, introduces a new pointx and describes
comparabilities betweenx and points already presented. Algorithm responds by assigning to x a non-
empty set of colorsc(x). Moreover, Algorithm may remove some colors fromc(x) in subsequent moves
but keepingc(x) 6= ∅. Additionally, for each colorγ the set of points colored withγ forms a chain. Let
ACCU(w) be the value of the on-line adaptive chain covering problem for widthw, upgrowing posets.
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Authors proved in [1] that

lim sup
w→∞

ACCU(w)

w
> 2.

Felsner stated in [2] a hypothesis thatACCU(w) is substantially smaller thanCPU(w) =
(

w+1
2

)

. In other
words he hypothesized that the possibility of covering by sets of colors and afterwards removing some of
them adaptively to Spoiler’s moves helps Algorithm to use smaller number of colors.

We provide an argument suggesting that this hypothesis is true. We present a class of upgrowing posets
on which Spoiler may force Algorithm to use

(

w+1
2

)

colors (in non-adaptive version) on widthw posets
from this class. Thus, by (1) as much as on the whole class of upgrowing posets. On the other hand there
will be presented a strategy for Algorithm using2

√
2

3 w
√
w + O(w) colors on widthw posets from that

class in adaptive version. To define our class recall one moreclassical theorem of Dilworth. The set of
maximum (with respect to the size) antichains of the posetP = (P,6) forms a lattice. The order relation
of this lattice is given byA 6 B for maximum antichainsA,B of P iff B ⊆ A⇑P . We will use the
notationHMA (P ) to denote thehighest maximum antichainof P , i.e.,HMA (P ) is the unique maximal
element of the lattice of the maximum antichains inP . The posetP is said to beflat if HMA (P )↑ is an
antichain. Consider an on-line chain partitioning of upgrowing flat posets as a game. Spoiler inroduces
new pointx in an upgrowing way and keeps invariant the condition that the currently presented poset is
flat. Algorithm responds by assigning tox a color in such a way mono-colored sets must form chains.
Let CPUF(w) be the value of this game for widthw posets. Consider also an adaptive variant in which
Algorithm assigns tox a non-empty set of colors and it may remove some colors fromc(x) in subsequent
moves but keepingc(x) 6= ∅ invariant. Moreover, for everyγ the set{x : γ ∈ c(x)} must form a chain.
Let ACCUF(w) be the value of the on-line adaptive chain covering problem for width w, upgrowing
posets. This paper contains the proofs of following theorems.
Theorem 1

CPUF(w) =

(

w + 1

2

)

Theorem 2

ACCUF(w) 6
2
√

2

3
w
√
w +O(w)

Proof of Theorem 1: Obviously,CPUF(w) 6 CPU(w) =
(

w+1
2

)

. The proof of the lowerbound is a
modification of Felsner’s argument proving (1). We show a strategy for Spoiler forcing Algorithm to use
at least

(

w+1
2

)

colors on upgrowing flat widthw poset. For a color (chain)α we definetop(α) as the
maximal element inα. If x is a maximal element of a poset partitioned into chainsprivate(x) is the set of
colorsα with top(α) 6 x andtop(α) 
 y for all maximal elementsy 6= x. We prove that for allk > 1
there is a strategy for SpoilerSk such that

• first k points form an antichain and then the width of the poset remainsk through the whole game,

• at each round the poset of the game is flat,

• Sk generates a poset withk maximal pointsx1, . . . , xk and|private(xi)| > i.
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As the setsprivate(xi) are pairwise disjoint, the theorem is an immediate consequence of the existence of
Sk ’s. StrategyS1 is trivial. Spoiler presents only a single point and any assignment of a color to this point
leads to the desired situation. The sructureSk+1, constructed by induction, consists of following phases:

1 Spoiler presents an antichain withk + 1 pointsx1, . . . , xk+1.

2 Spoiler runsSk and each point presented is abovex1, . . . , xk and not abovexk+1. After this phase (by
induction hypothesis) there arek + 1 maximal pointsy1, . . . , yk, xk+1 and|private(yi)| > i.

3 Now, Spoiler again runsSk and each point presented is abovey1, . . . , yk−1, andxk+1. After this phase
there are againk + 1 maximal pointsz1, . . . , zk, yk and|private(zi)| > i, |private(yk)| > k.

4 Spoiler puts new pointu above all already presented points. Algorithm colors this point with c(u).
Obviously, c(u) may not belong to bothprivate(yk) and private(zk). We assume thatc(u) /∈
private(zk), otherwise interchange the role ofyk andzk in the remainder of the argument. Lastly,
Spoiler runsSk and each point presented is abovez1, . . . , zk−1, yk. After all we obtaink + 1
maximal pointsw1, . . . , wk, u and|private(wi)| > i, |private(u)| > k + 1.

It is easy to check thatSk+1 generates widthk + 1 poset. To prove that generated poset is flat at each
round of the game considerP = (P,6) as the poset afteri-th round. Ifi-th round is performed in 1-st
phase thenP is an antichain which is clearly flat. In the case of 2-nd phase, Sk is runned generating
Q a subposet ofP . By the induction hypothesis we know thatQ is an antichain orwidth(Q) = k.
In the first caseP is clearly flat. Thus, supposewidth(Q) = k. In this setting one can prove that
HMA (P ) = HMA (Q)∪{xk+1} and sincexk+1↑= ∅ we haveHMA (P )↑= HMA (Q)↑. Combining this
with the fact thatQ is flat (by the induction hypothesis) we obtain thatP is flat. The fact that poset of the
game remains flat through phases 3 and 4 follows in a very similar way. 2

Proving Theorem 2 we consider an order on the set of all antichains ofP defined as follows:A 6 B
for antichainsA,B ⊆ P if B ⊆ A⇑. An antichain is said to behigh in P if for all antichainsB such
thatB ⊆ A⇑ andB 6= A we have|B| < |A|. Note thatA is high inP iff A = HMA (A⇑). There are
arguments where the chain determined by a color is handy. IfP is colored (covered) byc with colors
γ1, . . . , γk thenc−1(γi) is a chain inP colored withγi, i.e.,c−1(γ) := {p ∈ P : γ ∈ c(P )}.

Proof of Theorem 2: To prove the theorem we provide a strategy for Algorithm, i.e. an on-line algorithm
for on-line adaptive chain covering problem, using2

√
2

3 w
√
w + O(w) colors on all upgrowing flat width

w posets. Our strategy maintains an auxiliary data stuctureS that depends on an upgrowing flat poset
presented (by Spoiler) as an inputP = (P,6) as well as on the already built (by Algorithm) coloringc of
P . WhenP expands toP+ = (P ∪ {x} ,6) by a new, maximal pointx then Algorithm modifiesS to get
a new structureS+ for P+. The set of colors assigned tox can be read fromS+. Following invariants
describesS:
Invariants. PutS = (P,6, k, L1, . . . , Lk,Γ1, . . . ,Γk, λ1, . . . , λk, c), where

I0 Γ1, . . . ,Γk are pairwise disjoint sets of colors;c is a coloring ofP using colors from
⋃k

i=1 Γi, i.e.

a c : P −→ {α : α ⊆ ⋃

Γi} − {∅},

b c−1(γ) is a chain for allγ ∈ ⋃k

i=1 Γi,
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c if P− is the poset of the game from the previous round andS− = (P−,6, . . . , c−) is its auxiliary
structure thenc(p) ⊆ c−(p) for all p ∈ P−,

I1 a L1, ..., Lk are high antichains inP ,

b L1 6 ... 6 Lk,

c |L1| = width(P ),

d |Li| − |Li+1| = i+ 1, for i = 1, ..., k − 1,

e |Lk| 6 k + 1,

I2 for i = 1, ..., k, λi : Li −→ Γi, is a bijection such that

statictop(λi(y)) 6 y, for all y ∈ Li, wherestatictop(γ) := max
(

c−1(γ) ∩ ⋃k

i=1 Li⇓
)

,

I3 for i = 1, ..., k, y ∈ Li↑ −Li+1⇑ there is a functionindy : Li ∩ y↓−→ {1, ..., i} such that
c(y) =

{

λindy(z)(z) : z ∈ Li ∩ y↓
}

.

In further considerations it is handy to putCi := Li↑ −Li+1⇑, whereLk+1 := ∅. We present several
useful consequences of our invariants.

Fact 1 I1a, I1c forS impliesL1 = HMA(P ).

Fact 2 I1a, I1b, I1c forS impliesCi↓ ∩Li ⊆
⋂i

j=1 Lj − Li+1⇑ for all i = 1, . . . , k.

Fact 3 I1a, I1b, I1c forS implies thatC1, . . . , Ck,
⋃k

i=1 Li⇓ forms a partition ofP .

Fact 4 I1b for S implies(Ci↓ ∩Li) ∩ (Cj↓ ∩Lj) = ∅ for all 1 6 i 6= j 6 k.

Fact 5 I0, I2 for S implies that for alli, j ∈ {1, . . . , k}, u ∈ Li, w ∈ Lj we have
λi(u) = λj(w) ⇔ i = j andu = w.

Fact 6 I0, I1, I2, I3 for S implies thatc(Ci) ∩
⋃j

l=1 λl(
⋂j

m=1 Lm − Lj+1⇑) = ∅ for 1 6 i 6= j 6 k.

Now, we give some intuitions for our invariants. The key rolein the auxiliary structureS for P play
high antichainsL1, . . . , Lk called thelevelsof P . The antichainL1 (the 1-st level) isHMA (P ) (see
Fact 1). Consecutive levels lie above previous with respectto the order6 on antichains and their size
decrease as I1d says. It will be proved thatk - the number of levels - isO(

√
w). This will be important in

determining the number of used colors.
In our strategy Algorithm splitsP into the static part and the dynamic part. The static part is formed by

⋃k

i=1 Li⇓ and dynamic part is the whole rest ofP . By Fact 3 the dynamic part equals
⋃k

i=1 Ci.

L4

L3 L2 L1

C3
C1

dynamic partstatic part
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All points in the static part are colored by a single color. This means that their color remains unchanged
through the rest of the game. On the other hand points in the dynamic part are always colored with two
or more colors. Intuitively, Algorithm is not sure yet whichcolor is most aproppiate and which ones
should be removed. The levelsL1, . . . , Lk are high antichains inP (by I1a). Every new point presented
by Spoiler may cause that someLi’s stop to be high in an enlarged poset. Thus, new levels ofP+ poset
may intuitively "move up" and some points from dynamic part may jump to static. Of course, when point
"jumps" Algorithm removes almost all of its colors but this will be discussed later.

Each levelLi has assigned a set of colorsΓi such that|Li| = |Γi| and there is a bijectionλi : Li −→ Γi

assigning to each pointy ∈ Li a color fromΓi. We stress thatλi(y) is not necessarily a color ofy, i.e.
λi(y) /∈ c(y) may be true. The connection ofλi’s with coloring functionc is determined by I2 which
says thatstatictop(λi(y)) 6 y wherestatictop(γ) is the maximal point colored withγ in the static part
of P . Loosely speaking, this condition tells us that if Spoiler presents a new pointx above the pointy
Algorithm may useλi(y) to colorx. Indeed, even if colorλi(y) is used in the dynamic part of the poset it
may be removed from there cause as we mentioned all points in the dynamic part are colored with at least
two colors.

Spoiler introducing new points to the poset keeps it flat, i.e. L1↑ is an antichain. This together with
Li ⊆ Li−1 ⇑, Li−1 ⊆ Li−2 ⇑, . . . , L2 ⊆ L1 ⇑ (by I1b) and the definition ofCi gives Fact 2, i.e.,
Ci↓ ∩Li ⊆ L1 ∩ . . . ∩ Li − Li+1⇑. Considery ∈ Ci and letz1, . . . , zm be all predeccesors ofy in
Li. We have{z1, . . . , zm} = y↓ ∩Li ⊆ L1 ∩ . . . ∩ Li. Thus, allzj ’s are in the domains ofλ1, . . . , λi.
The Invariant I3 tells us thatc(y) = {λi1(z1), . . . , λim

(zm)} for some1 6 i1, . . . , im 6 i, i.e., each
predeccessor inLi sends toc(y) exactly one of hisλ-colors. Consider following example:

λ2(z1) = 5

z1, z2, z3, z4 ∈ Li

λ3(z4) = 12

λ2(z4) = 8

λ1(z4) = 4λ1(z3) = 3

λ2(z3) = 7

λ3(z3) = 11λ3(z2) = 10

λ2(z2) = 6

λ1(z2) = 2λ1(z1) = 1

λ3(z1) = 9

z4z3z2z1

y2y1
c(y2) = {7, 8, 10}c(y1) = {3, 4, 6, 9}

z1, z2, z3, z4 /∈ Li

C3 = {y1, y2}

for i = 1, 2, 3

for i > 4

Suppose that the poset of the gameP = (P,6) is already presented by Spoiler and on-line adaptively
colored by Algorithm. Now, Spoiler introduces a new maximalpoint x enlargingP to P+ = (P ∪
{x} ,6). Algorithm’s strategy modifiesS = (P,6, k, L1, . . . , Lk,Γ1, . . . ,Γk, λ1, . . . , λk, c) for P to
S+ = (P+,6, k+, L+

1 , . . . , L
+
k ,Γ

+
1 , . . . ,Γ

+
k , λ

+
1 , . . . , λ

+
k , c

+) for P+. We are going to prove that all

invariants are satisfied and this will imply that Algorithm uses2
√

2
3 w

√
w+O(w) colors on widthw poset.

Before describing our strategy we note that all segments of the formX↓, X⇓, X↑, X⇑ are considered in
P+. Whenever we need to refer to an upset inP we writeX↑ ∩P , while forX ⊆ P downsetsX↓ are
the same inP andP+. In particularCi = Li↑ −Li+1⇑ refers toP+.

Algorithm.

(A) i f width(P ) < width(P+) then Case A
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(A) i f width(P ) = width(P+) then begin
(A) i0 := max{i ∈ N : x ∈ Li↑}
(A) i f Li0 is high inP+ then Case B
(A) e l s e Case C
(A) end
(A) Case A
(A) {γ1, ...,γk+1 are the brand new colors}
(A) f o r i := 1 to k do begin

(A) L+
i := Li ∪ {x} Γ+

i := Γi ∪ {γi} λ+
i := λi ∪ {(x, γi)}

(A) end
(A) i f |Lk| = k + 1 then begin
(A) k+ := k + 1

(A) L+
k+1 := {x} Γ+

k+1 := {γk+1} λ+
k+1 := {(x, γk+1)}

(A) end
(A) e l s e k+ := k
(A) c+|P := c
(A) c+(x) := {γ1}
(A) Case B
(A) k+ := k
(A) f o r i := 1 to k do begin
(A) L+

i := Li Γ+
i := Γi λ+

i := λi

(A) end
(A) c+|P := c

(A) c+(x) :=
{

repr
((

⋃i0
i=1 {λi (y)}

)

− c(Ci0 − {x})
)

: y ∈ (x↓ ∩Li0)
}

(A) { repr() retrieves an element of a set provided on input. The proof of the fact that the set on input
(A) is non-empty will be presented.}
(A) Case C
(A) { To simplify, Case C is split into two parts. First we construct a new structure
(A) S = (P,6, k, L1, . . . , Lk,Γ1, . . . ,Γk, λ1, . . . , λk, c) for Pand afterwards, basing onS a

structureS+ for P+ is constructed.}
(A) { GenerationS for P :}
(A) f o r i := 1 to k do choose bijection ψi : Li −→ HMA (Li⇑) ,
(A) such thaty 6 ψi(y) for y ∈ Li

(A) f o r i := 1 to i0 do ∆i := {y ∈ Li0 ∩ Ci0↓ : ψi0(y) ∈ Ci0 & λi(y) ∈ c(ψi0(y))}
(A) f o r i := 1 to i0 − 1 do Γi := Γi − λi (∆i) ∪ λi0 (∆i)

(A) Γi0 :=
(

Γi0 −
⋃i0

i=1 λi0 (∆i)
)

∪ ⋃i0
i=1 λi (∆i)

(A) f o r i := i0 + 1 to k do Γi := Γi

(A) f o r i := 1 to i0 − 1 do λi := λi|Li−∆i
∪ λi0 |∆i

(A) λi0 := λi0 |Li0
−

Si0
i=1

∆i
∪ ⋃i0

i=1 λi|∆i

(A) f o r i := i0 + 1 to k do λi := λi

(A) { Now basing onS for P Algorithm generatesS+ for P+}
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(A) k+ := k
(A) f o r i := 1 to k do begin
(A) L+

i := HMA (Li⇑) Γ+
i := Γi λ+

i := λi ◦ ψ−1
i

(A) end
(A) f o r a l l y ∈ Ci0 ∩ HMA (Li0⇑) do c+(y) :=

{

λi0(ψ
−1
i0

(y))
}

(A) f o r a l l y ∈ Ci0 − HMA (Li0⇑) do c+(y) := c(y) ∩ ⋃i0
j=1 λj (y↓ ∩HMA (Li0⇑))

(A) f o r a l l y ∈ P − Ci0 do c+(y) := c(y)

As we can see there are three cases dependent on how the new point x enlargesP to P+. If x increases
the width of the poset (Case A) then Algorithm obtainsk new chains for future use. It turns out that a
simple enlargement of all levelsLi’s byx works. Only when the last old levelLk had alreadyk+1 points
Algorithm does some twist adding a completely new level to hold the condition I1e (see (A)-(A)). If
the width of the poset is unchanged andLi0 remains high inP+ then Algorithm runs Case B. We will see
that in this case in fact allLi’s remain high inP+. In this setting Algorithm leaves all levels untouched,
i.e. L+

i = Li (see (A)). Coloring the new pointx Algorithm uses one color for each predecessor of
x in Li0 (see (A)). This routine may be interpreted as securing all edges betweenL+

i0
andC+

i0
. As

we said Algorithm is not able to decide which color is appropiate for points in the dynamic part of the
poset. Thus, all potentially candidates for a good color areused. This will guarantee the condition I3. If,
in turn,Li0 is not high inP+ then Algorithm runs Case C. This is the moment when some levels moves
up. They move through the edges of the bijectionsψi’s stated in (A), (A). As a result some points
from a dynamic part ofP jump to the static part ofP+. For each such pointy Algorithm chooses a color
from c(y) securing the edge of the bijection and this color will be the only one inc+(y) (see (A)).
The set of colors of points in the dynamic part ofP+ may be also reduced to these securing edges from
L+

i0
= HMA (Li0⇑) (see (A)) The middle step in Case C (lines (A)-(A)), constructing the structure

S, is only for the sake of clarity of presentation. Algorithm,already knowingψi’s, rearranges the colors
in Γi’s gettingΓi’s to achieve the additional condition:λi0(y) ∈ c(ψi0 (y)) , for all y ∈ ψ−1

i0
(Ci0 ∩ L+

i0
).

The proof thatS+ for P+ holds invariants I0-I3 is split into cases of presented strategy.

Case A: In this case the pointx increases the width of the poset of the game (see (A)). By the fact that a
single point may increase the width of the poset at most by onewe getwidth(P+) = width(P ) + 1.

Claim. LetQ+ be a poset obtained fromQ = (Q,6) by adding a new elementq in such a way thatq is
maximal inQ+. Thenwidth(Q) < width(Q+) impliesHMA(Q+) = HMA(Q) ∪ {q}.

Using this claim we get thatHMA (P+) = HMA (P ) ∪ {x}. Thus,x /∈ L1⇑ and therefore by I1b forS
we havex /∈ Li⇑ for all i’s. All of these with some trivial observations suffice to prove that in Case A the
structureS+ holds all our invariants.

Case B: Sincex /∈ Li⇑ for i > i0 (by (A)) we trivially get thatLi is high inP+. By (A) the levelLi0

is high inP+. The fact thatL1, . . . , Li0−1 are also high inP+ simply follows from the next claim.

Claim. LetQ+ be a poset obtained fromQ = (Q,6) by adding a new elementq in such a way thatq is
maximal inQ+. LetA,B ⊆ Q be antichains such thatA is high inQ andB is high inQ+. ThenA 6 B,
x ∈ B↑ implies thatA is high inQ+.

The new pointx enlarges the setCi0 . This means that according to invariant I3 all predeccessors of x
in Li0 , sayz1, . . . , zm, have to dispose colors intoc+(x). As we already discussed{z1, . . . , zm} = x↓
∩Li0 ⊆ L1 ∩ . . . ∩ Li0 , thus all these points are in the domains ofλ1, . . . , λi0 .
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L4

L3 L2 L1

C3
C1

C2x

z1 z2 z3

i0 = 3

Claim. LetA,B be high antichains in a flat posetQ such thatA < B. Then|A↑ −B⇑| < |A| − |B|.

Using this claim we obtain|Ci0 | = |Li0↑ −Li0+1⇑| < |Li0 | − |Li0+1| 6 i0 + 1. Thus, |Ci0 | 6 i0.
Summing up, eachzj hasi0 colors to dispose on points inCi0 (exactly one color on each point) and
|Ci0 | 6 i0. This proves

⋃i0
i=1 λi(zj) − c(Ci0 − {x}) is non-empty for all1 6 j 6 m. Thus, the function

repr() in (A) is applied to non-empty sets and therefore I3 forS+ holds.

We also need to prove thatc+ is a legal coloring, i.e. I0 forS+. Sincec+|P = c andc is legal
for P it suffices to show that colors used inc+(x) = {λi1(z1), . . . , λim

(zm)} form chains. First we
are going to observe thatλij

(zj) is not used in the dynamic part ofP . According to (A) λij
(zj) ∈

⋃i0
i=1 λi({z1, . . . , zm}) − c(Ci0 − {x}), thusλij

(zj) is not used byc onCi0 − {x}. On the other hand

applyingzj ∈ ⋂i0
i=1 Li − Li0+1⇑ (by Fact 2) to Fact 6 we obtainλij

(zij
) /∈ c(Ci) for i 6= i0. Now, the

fact thatc+−1
(

λij
(zj)

)

is a chain follows immediately fromstatictop
(

λij
(zj)

)

6 zj 6 x (by I2 forS).

Case C: The new levelsL+
i = HMA (Li⇑) are high inP+ (by the definition), i.e. I1a forS+ holds. The

facts thatL+
1 6 . . . 6 L+

k and|Li| =
∣

∣L+
i

∣

∣ are obtained from following claims.

Claim. LetQ+ be a poset obtained fromQ = (Q,6) by adding a new elementq such thatq is maximal
in Q+. LetA,B ⊆ Q be high antichains inQ. ThenA 6 B impliesHMA(A⇑Q+) 6 HMA(B⇑Q+).

Claim. LetQ+ be a poset obtained fromQ = (Q,6) by adding a new elementq in such a way thatq is
maximal inQ+. LetA be a high antichain inQ. Then|A| = |HMA(A⇑Q+)|.

This proves I1b, I1c, I1d, I1e forS+. In fact, dependencies betweenLi’s and newL+
i ’s are more compli-

cated. We formulate them below. The proofs of these relationships are highly combinatorial and omitted
in this paper. Afterwards an example ilustrating some of them is presented.

Lk = L+
k , . . . , Li0+1 = L+

i0+1,
∅ 6= L+

i0
− Li0 ⊇ L+

i0−1 − Li0−1 ⊇ . . . ⊇ L+
1 − L1,

∅ 6= Li0 − L+
i0
⊇ Li0−1 − L+

i0−1 ⊇ . . . ⊇ L1 − L+
1 ,

k
⋃

i=1

L+
i ⇓=

k
⋃

i=1

Li⇓ ∪(Ci0 ∩ L+
i0

), C+
i0

= Ci0 − L+
i0
, C+

i = Ci for all i 6= i0. (2)
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L4 L3 L2 L1

P

i0 = 3
x

L+
3 L+

2 L+
1

P+

L+
4

L+
5

L5

Lines (A), (A) putψi to be a bijection fromLi to L+
i such thaty 6 ψi(y). Following claim argues

that such functions exist.

Claim. LetA be a maximum with respect to the size antichain in a posetQ = (Q,6) andB an antichain
in Q. Then there is an injectionψ such thatψ : B −→ A whereψ(b) ≷ a for all b ∈ B.

i0 = 3 xL+
3

L3

P+

- edges ofψ3

SinceLi0 is high inP and not high inP+ we havex ∈ L+
i0

. Note that by (2) points inCi0 ∩ L+
i0

(except
the new pointx) jumps from the dynamic part ofP to the static part ofP+.

The bijectionψi0 determines edges ofP+ along whichLi0 moves toL+
i0

. The condition I3 forS
guarantees that all edges betweenLi0 andCi0 are secured by a color, i.e., for ally ∈ Li0 , z ∈ Ci0 ,
y 6 z there is1 6 s 6 i0 such thatλs(y) ∈ c(z). The idea of our strategy for Algorithm is that
at the moment that bijectionψi0 is known a color securing edge(y, ψi0(y)) becomes the only color of
ψi0(y),i.e. c+(ψi0(y)) = {λs(y)}, for all y ∈ ψ−1

i0
(Ci0 ∩ L+

i0
). However, while the bijection is not

determined, Algorithm secures all potential edges, i.e. all edges betweenLi0 andCi0 .
For the sake of clarity before the construction ofS+ Algorithm, in our strategy, permutes colors be-

tweenΓi’s constructing a new auxiliary structureS for P holding all conditions I0-I3 invariants and
satisfying an additional condition

λi0(y) ∈ c(ψi0 (y)) , for all y ∈ ψ−1
i0

(Ci0 ∩ L+
i0

). (3)

In other words all colors securingψi0 ’s edges toCi0 ∩ L+
i0

are fromΓi0 .
Now, we present an argument showing thatc+ is a legal coloring, i.e. I0 forS+. The setc+(y) is

trivially non-empty fory /∈ Ci0 − L+
i0

(by (A),(A)). To prove it fory ∈ Ci0 − L+
i0

observe that
sinceC+

i0
= Ci0 − L+

i0
(see (2)) we have thaty ↓ ∩L+

i0
is non-empty. Moreover, one can prove that
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y↓ ∩L+
i0

⊆ Li0 . Combiningy ∈ Ci0 , ∅ 6= y↓ ∩L+
i0

⊆ Li0 with c(y) =
{

λindy
(z)(z) : z ∈ Li0 ∩ y↓

}

(see I3 forS) we have thatc(y) ∩ ⋃i0
j=1 λj(y↓ ∩L+

i0
) is non-empty, which finishes the proof of I0a for

S+. The fact thatc+(y) ⊆ c(y) for all y ∈ P follows from (A), (A), (A) and (3). It remains to
show thatc−1(γ) is a chain for allγ ∈ ⋃

Γi. It is not trivial only for the color ofx, i.e. λi0(ψ
−1
i0

(x)) (by
(A)). To prove thatc+−1

(

λi0(ψ
−1
i0

(x))
)

is a chain we first need thatλi0(ψ
−1
i0

(x)) is not used byc+ in
the dynamic part ofP . By (A), (A) we know thatλi0(ψ

−1
i0

(x)) is not used inCi0 . To prove that it is
not used in otherCi’s we need following claim.

Claim. LetQ+ be a flat poset obtained from a flat posetQ = (Q,6) by adding a new maximal element
q such thatq is maximal inQ+ andwidth(Q+) = width(Q). ThenHMA(Q)↑ is an antichain inQ+.

This together withLi0 ⊆ Li0−1⇑, . . . ,L2 ⊆ L1⇑ givesCi0 ↓ ∩Li0 ⊆ ⋂i0
m=1 Lm. Applying ψ−1

i0
(x) ∈

Ci0 ↓ ∩Li0 ⊆ ⋂i0
m=1 Lm − Li0+1⇑ to Fact 6 we obtain thatλi0(ψ

−1
i0

) /∈ c(Cj) for all j 6= i0. Thus,
the whole chain determined byλi0(ψ

−1
i0

(x)) exceptx is contained in the static part ofP . The fact that
statictop

(

λi0(ψ
−1
i0

(x))
)

6 ψ−1
i0

(x) 6 x finishes the proof.
To see thatstatictop+

(

λ+
i (y)

)

6 y, i.e. I2 forS+, recall that Spoiler presentingx enlarges the static part
by points fromCi0 ∩L+

i0
and according to (A) we havec+(y) =

{

λi0(ψ
−1
i0

(y))
}

for all y ∈ L+
i0
∩Ci0 .

Sincestatictopfunction concerns only on the static part ofP+ we get

statictop+
(

λ+
i (y)

)

= statictop
(

λi(ψ
−1
i (y))

)

6 ψ−1
i (y) 6 y for i 6= i0, y ∈ L+

i ,

statictop+
(

λ+
i0

(y)
)

= statictop
(

λi0(ψ
−1
i0

(y))
)

6 ψ−1
i0

(y) 6 y for y ∈ L+
i0
− Ci0 .

By (A),(A) in turn, we getstatictop+
(

λ+
i0

(y)
)

= statictop
(

λi0(ψ
−1
i0

(y))
)

= y for y ∈ L+
i0
∩ Ci0 .

Combining many previous observations with a little effort one can prove that functions

ind+y := ind
y

for i 6= i0, y ∈ C+
i and ind+y := ind

y|y↓∩L
+

i0

for y ∈ C+
i0
,

witness I3 forS+ whereind
y

witnesses I3 forS for appropiatey.
We sketched the proofs of all invariants in all cases. Havingthem satisfied we know that presented

strategy builds an on-line adaptive coloring of poset presented by Spoiler. It remains to prove that Algo-
rithm uses2

√
2

3 w
√
w + O(w) colors. Using I1c and I1d one can prove

∑k

i=1 |Li| = 1
3k

3 − 1
3k + k |Lk|

andk 6 1 +
√

2w. This together with I1e gives

∣

∣

∣

∣

∣

k
⋃

i=1

Γi

∣

∣

∣

∣

∣

=

k
∑

i=1

|Li| 6
1

3
k3 − 1

3
k + k(k + 1) =

2
√

2

3
w
√
w +O(w).

2
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