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We analyze on-line chain partitioning problem and its vaisaas a two-person game. One person (Spoiler) builds an
on-line poset presenting one point at time. The other ongq#thm) assigns new point to a chain. Kierstead gave a
strategy for Algorithm showing that widtta posets can be on-line chain partitioned |ﬁ¥g—1 chains. Felsner proved
that if Spoiler presents an upgrowing poset, i.e., each r@nt s maximal at the moment of its arrival then there is a
strategy for Algorithm using at moﬁ“;l) chains and it is best possible. An adaptive variant of thidlam allows
Algorithm to assign to the new point a set of chains and tharemoove some of them (but not all) while covering
next points. Felsner stated a hypothesis that in on-linptadachain covering of upgrowing posets Algorithm may
use smaller number of chains than in non-adaptive versiothi$ paper we provide an argument suggesting that it is
true. We present a class of upgrowing posets in which Spbdsra strategy forcing Algorithm to use at Ieé@f)
chains (in non-adaptive version) and Algorithm has a sgsatesing at mosO (w+/w) chains in adaptive version.

Keywords. on-line algorithm, chain partition, order, poset

Throughout this paper, we considepaset(partially ordered setp to be a paif P, <) whereP is a set
and< is an order orP. We say that: is abovey andy is belowz whenz < y. Pointse, y arecomparable
in P when either: < y ory < = and we denote it by = y. Otherwise, we say andy areincomparable
and writez || y. For X C P by closed/open upsetf X in P we mean

Xttp = {p€P: thereisz € X sothatr < p},
X1p := {pe€P: thereisx € X sothatr < p}.

Dually we definedownsetsX|}p andX |» of X in P. If X = {z}, we prefer to writex]» instead of
{z}1p. The reference to the posktis often omitted wherP is clear from the context.

TThe authors are a scholar of the project which is co-finantau the European Social Fund and national budget in the frame
of The Integrated Regional Operational Programme.

1365-80500C) 2006 Discrete Mathematics and Theoretical Computer SeiéDMTCS), Nancy, France
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A subseta C P is achainin P if each two points inx are comparable ifP. Dually, A C P is an
antichainin P if each two distinct points are incomparable. Twielth of X, denoted bywidth(X), is
the maximum size of an antichain K C P. We say thatv, ..., a, forms achain partitionof P if
all o;’s are chainsp U ... U oy, = P anda; N oy = 0 for i # j. The following, Dilworth’s theorem
connects the width of the poset with the minimal size of itaiplpartition: if P = (P, <) is a poset and
width(P) = w, then there exists a chain partition, . . . , «,, of P.

An on-line chain partitioning algorithm receives as inpuiom-line poset. This means that the elements
of the poset are taken one by one from some externally detedrlist. Being presented with a new
element the algorithm learns the comparability status efiously presented elements to the new one.
Based on this knowledge the algorithm assigns the new eletmerchain in an irrevocable manner. The
performance of an on-line chain partitioning algorithm isasured by comparing the number of chains
used with the minimal size of a chain partition, i.e., witle thidth of the poset.

All on-line problems considered in this paper can be vienetha-person games. We call the players
Algorithm and Spoiler. Algorithm represents an on-lineaithm and Spoiler represents an adversary.
The game is played in rounds. During each round Spoiler duices a new point to the poset and
describes comparabilities betweerand the points from all previous rounds. Algorithm respobgs
assigninge to a chain. The most important feature of on-line games isAlgorithm’s previous moves
(decisions) restrict his actual possibilities. For siroji it is convenient to identify the chain partition
generated by Algorithm with a coloring. In this terms Algbrn colors the points presented by Spoiler
and each mono-colored set must be a chain.

The value of the on-line chain partitioning problem for Widt posets is the largest integ€Rw) so
that there is a strategy of presenting points that forcesatgyrithm to useCRw) colors. Note that we
may as well define€Rw) as the least integer so that there is an algorithm that nesess more colors.
An unpublished argument of Szemerédi proves lower boundaerdtead [3] showed upper bound in the

following:
1 w 1
(w—i— > < CAw) < 5 .

2 4

This is already a complicated result, and no progress hasinaee on this problem for the last 20 years.
Felsner [2] introduced a variant of the on-line chain pantitng problem. He restricts possible inputs
by the rule that the sequence in which elements are releasadinear extension of the poset, i.e., a
comparability of a new element to the formery’s has to be of the forny < z. In other words, each
new point is maximal at the moment of its arrival. On-line @i3swith this property are called upgrowing
posets and the value of the chain partitioning problem ofoywgng width w posets, defined similarly to
the previous one, is denoted BPUw). Felsner [2] proved that

CPUw) = (w ; 1). (1)

This paper focuses on the on-line adaptive chain coverinblpm. We describe this problem in terms
of an on-line game. During each round Spoiler, as previgustyoduces a new point and describes
comparabilities between and points already presented. Algorithm responds by asgjgn = a non-
empty set of colorg(z). Moreover, Algorithm may remove some colors frafx) in subsequent moves
but keepinge(x) # (). Additionally, for each colory the set of points colored with forms a chain. Let
ACCU(w) be the value of the on-line adaptive chain covering problemwiidth w, upgrowing posets.
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Authors proved in [1] that

ACCU (w)

lim sup > 2.

Felsner stated in [2] a hypothesis tHe@CU(w) is substantially smaller tha@PUw) = (“’;’1). In other
words he hypothesized that the possibility of covering lig sé€colors and afterwards removing some of
them adaptively to Spoiler's moves helps Algorithm to us@len number of colors.

We provide an argument suggesting that this hypothesigés We present a class of upgrowing posets
on which Spoiler may force Algorithm to us(é";rl) colors (in non-adaptive version) on width posets
from this class. Thus, by (1) as much as on the whole classgrbowing posets. On the other hand there
will be presented a strategy for Algorithm usiﬁ?w\/@ -+ O(w) colors on widthw posets from that
class in adaptive version. To define our class recall one mlassical theorem of Dilworth. The set of
maximum (with respect to the size) antichains of the p@set (P, <) forms a lattice. The order relation
of this lattice is given byd < B for maximum antichainsi, B of P iff B C A{p. We will use the
notationHMA (P) to denote théiighest maximum antichawf P, i.e., HMA (P) is the unique maximal
element of the lattice of the maximum antichain$Ain The posef is said to bdlat if HMA (P)7 is an
antichain. Consider an on-line chain partitioning of upgrg flat posets as a game. Spoiler inroduces
new pointz in an upgrowing way and keeps invariant the condition thatahrrently presented poset is
flat. Algorithm responds by assigning ioa color in such a way mono-colored sets must form chains.
Let CPURw) be the value of this game for width posets. Consider also an adaptive variant in which
Algorithm assigns ta: a non-empty set of colors and it may remove some colors o in subsequent
moves but keeping(z) # 0 invariant. Moreover, for every the sef{x : v € ¢(x)} must form a chain.
Let ACCUFw) be the value of the on-line adaptive chain covering problemwfidth w, upgrowing
posets. This paper contains the proofs of following the@em
Theorem 1

CPURw) = <w N 1)

Theorem 2

ACCUFRw) < ?w\/@—i— O(w)

Proof of Theorem 1: Obviously, CPURw) < CPUw) = (“;'). The proof of the lowerbound is a
modification of Felsner’s argument proving (1). We show atsigy for Spoiler forcing Algorithm to use
at Ieast(wgl) colors on upgrowing flat widthv poset. For a color (chain) we definetop(«) as the
maximal element im. If  is @ maximal element of a poset partitioned into ch@ingatd x) is the set of
colorsa with top(e) < x andtop(a) & y for all maximal elementg # x. We prove that for alk > 1

there is a strategy for Spoiléf;, such that
o first k points form an antichain and then the width of the poset rasfathrough the whole game,
e at each round the poset of the game is flat,

e Si generates a poset withmaximal pointsey, . ..,z and|privatdx;)| > i.
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As the setprivatgx;) are pairwise disjoint, the theorem is an immediate consecgief the existence of
Si’'s. Strategys is trivial. Spoiler presents only a single point and anygssient of a color to this point
leads to the desired situation. The sructfifg, constructed by induction, consists of following phases:

1 Spoiler presents an antichain witht 1 pointszy, ..., xx11.

2 Spoiler runsSy and each point presented is abaye. . ., xx and not above, . ;. After this phase (by
induction hypothesis) there aket 1 maximal pointsys, . . ., yx, zx+1 and|privatdy;)| > i.

3 Now, Spoiler again runs§j, and each point presented is abagye. . . , yx—1, andzy 1. After this phase
there are agaik + 1 maximal points:q, . . ., z, yx and|privatd z;)| > i, |privatdyy)| > k.

4 Spoiler puts new point: above all already presented points. Algorithm colors tligpwith c(u).
Obviously, c(u) may not belong to botlprivatdy;) and privatdz;). We assume that(u) ¢
private z;, ), otherwise interchange the role @f andz; in the remainder of the argument. Lastly,
Spoiler runsS;, and each point presented is abose. .., zx_1,y;. After all we obtaink + 1
maximal pointsws, . . . , wy, u and|privatéw;)| > i, |privatdu)| > k + 1.

It is easy to check tha$y,; generates widtlt + 1 poset. To prove that generated poset is flat at each
round of the game considé = (P, <) as the poset afterth round. Ifi-th round is performed in 1-st
phase therP is an antichain which is clearly flat. In the case of 2-nd ph&seis runned generating

Q a subposet of°. By the induction hypothesis we know th@ is an antichain owidth(Q) = k.

In the first caseP is clearly flat. Thus, supposeidth(Q)) = k. In this setting one can prove that
HMA (P) = HMA (Q) U{zk+1} and sincery1 1= 0 we haveHMA (P)T= HMA (Q)1. Combining this
with the fact thatQ is flat (by the induction hypothesis) we obtain thats flat. The fact that poset of the
game remains flat through phases 3 and 4 follows in a veryaimihy. O

Proving Theorem 2 we consider an order on the set of all aaitishof” defined as followsA < B
for antichainsd, B C P if B C Af;. An antichain is said to bkigh in P if for all antichainsB such
thatB C Afy andB # A we have|B| < |A|. Note thatA is high inP iff A = HMA (Af}). There are
arguments where the chain determined by a color is handf iff colored (covered) by with colors
Y1, -, thenc=1(v;) is a chain inP colored withy;, i.e.,c™1(y) := {p € P : v € ¢(P)}.

Proof of Theorem 2: To prove the theorem we provide a strategy for Algorithm, &e on-line algorithm
for on-line adaptive chain covering problem, usi?—lgw\/@ -+ O(w) colors on all upgrowing flat width
w posets. Our strategy maintains an auxiliary data stuctutieat depends on an upgrowing flat poset
presented (by Spoiler) as an infat= (P, <) as well as on the already built (by Algorithm) coloringf

P. WhenP expands toP+ = (P U {x}, <) by a new, maximal point then Algorithm modifiesS to get

a new structures™ for P*. The set of colors assigned tocan be read frons+. Following invariants
describess:

Invariants. PutS = (P, <,k,L1,..., Lk, T1,..., Tk, A1, ..., Ak, €), where

10 T'y,..., Ty are pairwise disjoint sets of colorsjs a coloring ofP using colors fronUf’:1 Iy, ie.

ac:P—{a:aCrl;}—{0},
b ¢ !(y)isachainforaly € U, Ty,
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c if P~ is the poset of the game from the previous round&nd= (P~, <, ..., c") isits auxiliary
structure there(p) C ¢ (p) forallp € P,
11 a Ly,..., L are high antichains if®,
b L1 <...< Ly,
¢ |L1| = width(P),
d |L1| — |Li+1| =1+1, fori = 1, ,k -1,
e |Lyl <k+1,
12 fori=1,...,k, \; : Ly — T';, is a bijection such that
statictog\;(y)) < y, for ally € L;, wherestatictod~y) := max(c—l(y) N Ule Lii}),
I3 fori=1,..,k,y € L;1 —L;111 thereis a functionnd” : L, Ny|— {1, ...,i} such that
cly) = {)\,-ndy(z)(z) cze L;N yl}.

In further considerations it is handy to p0% := L;1 —L; 11, whereLy,1 := (). We present several
useful consequences of our invariants.

Fact 1 I1a, I1cfor S impliesL; = HMA(P).
Fact 2 I1a, I1b, I1c forS impliesC;| NL; C ﬂ;;l L —Ligfforali=1,... k.

Fact 3 I1a, I1b, I1c forS implies thatC, . .., Ck, Ule L;| forms a patrtition ofpP.
Fact 4 11b for S implies(C;| NL;) N (C;l NL;) =0 forall 1 < i # j < k.

Fact 5 10, 12 for S implies that for all;, j € {1,...,k},u € L;, w € L; we have
Ai(u) = Aj(w) & i=jandu = w.

Fact 6 10, 11, 12, 13 for S implies thatc(C;) N U_y Mi((V._y Lin — Ljaft) =0 for1 <i+#j < k.

Now, we give some intuitions for our invariants. The key rmighe auxiliary structures for P play
high antichainslq, ..., L, called thelevelsof P. The antichainL; (the 1-st level) isHMA (P) (see
Fact 1). Consecutive levels lie above previous with respetite order< on antichains and their size
decrease as I1d says. It will be proved thathe number of levels - i©(,/w). This will be important in
determining the number of used colors.

In our strategy Algorithm split® into the static part and the dynamic part. The static padiisiéd by
Ule L;|} and dynamic part is the whole rest Bf By Fact 3 the dynamic part equ@l,é“:1 C;.

static part\\\ dynamic part

_‘E/J V i, ¥ 8] w6 o 4, %
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All points in the static part are colored by a single colorisTimeans that their color remains unchanged
through the rest of the game. On the other hand points in thamjc part are always colored with two
or more colors. Intuitively, Algorithm is not sure yet whidolor is most aproppiate and which ones
should be removed. The levels, ..., Ly are high antichains i® (by I1a). Every new point presented
by Spoiler may cause that sonig’s stop to be high in an enlarged poset. Thus, new leveRBbposet
may intuitively "move up" and some points from dynamic paaynjump to static. Of course, when point
"jumps" Algorithm removes almost all of its colors but thidlee discussed later.

Each levelL; has assigned a set of coldrssuch thatL;| = |T';| and there is a bijection; : L; — T';
assigning to each point € L; a color fromT’;. We stress thak;(y) is not necessarily a color af, i.e.
Xi(y) ¢ c(y) may be true. The connection af’s with coloring functionc is determined by 12 which
says thaswstatictofg \;(y)) < y wherestatictod~y) is the maximal point colored with in the static part
of P. Loosely speaking, this condition tells us that if Spoileegents a new point above the poiny
Algorithm may use\;(y) to colorz. Indeed, even if colok;(y) is used in the dynamic part of the poset it
may be removed from there cause as we mentioned all poirftgidyinamic part are colored with at least
two colors.

Spoiler introducing new points to the poset keeps it flat, LeT is an antichain. This together with
L; C Li 1M, Li—1 € Liaof,...,Ls C Ly (by I1b) and the definition of”; gives Fact 2, i.e.,
CilNL; C Lyn...NL; — Liy11. Considery € C; and letzy, ..., z, be all predeccesors afin
L;. We have{z1,...,zm} =yl NL, C Ly N...N L;. Thus, allz;’s are in the domains ofy, ..., \;.
The Invariant I3 tells us that(y) = {\i, (21),...,\i,,, (z2m)} for somel < iy,...,i, < i, i.e., each
predeccessor ifi; sends taz(y) exactly one of his\-colors. Consider following example:

c(y1) = {3,4,6,9} c(y2) = {7,8,10}

21,22,23,24 € L; Y1 Y2
fori=1,2,3
21,2, %3, %4 ¢ Lz 2 2o 23 24
fori >4
)\1(21) =1 )\1(22) =2 )\1 (23) =3 )\1(24) =4
Cg = {y1,y2} )\2(21) =5 )\2(22) =6 )\2(23) =7 )\2(24) =8
)\3(21) =9 )\3(22) =10 )\3(23) =11 )\3(24) =12

Suppose that the poset of the gafe-= (P, <) is already presented by Spoiler and on-line adaptively
colored by Algorithm. Now, Spoiler introduces a new maxirpaint x enlarging? to P = (P U
{z},<). Algorithm’s strategy modifie$ = (P, <,k,L1,...,Lg,T1,..., Tk, A\1,..., A, €) for P to
St = (PH, < kM LT, LE T, T A, A, ef) for PF. We are going to prove that all
invariants are satisfied and this will imply that Algorithw%ﬁw\/@ + O(w) colors on widthw poset.
Before describing our strategy we note that all segmentsefdrm X |, X |}, XT, X1 are considered in
P*. Whenever we need to refer to an upsePiwe write X1 NP, while for X C P downsetsX | are
the same irP andP™. In particularC; = L;] —L;, 11 refers toP™.

Algorithm.
(A1) if width(P) < width(P*™) then Case A
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(A2) if width(P) = width(PT) then begin

(A3) iop:=max{i € N :z € L;1}

(Ag) if L; ishighinPT then Case B
(As) else Case C

(A6) end

(A7) Case A

(A8) {1, ..., Yk+1 are the brand new colo}s
(Ag) for i:=1 to k£ do begin

(A10) Lj_ =L;U {x} Pj— =1, U {'Yz} )\j— =\ U {({E,’}/Z)}
(A11) end

(A12) if |Ly]=k+1 then begin

(A13) kT =k+1

(A1q) L§+1 = {x} FLl = {Vk+1} )‘§+1 = {(z,Ykt1)}
(A15) end

(A16) else kT =k
(A7) ctlpi=c
(A18) ¢ (z) := {11}
(A1g) Case B

(A20) kT :=k

(A21) for i:=1 to k£ do begin

(A22) Lj— = Ll‘ Pj— = Fz )\j— = )\z
(A23) end

(A2g) ctlp:=cC

(Az5) ¢ (z) = {repr( (Ui, {h (0)}) = o(Ci, — {a})) 1y € (el NLy,) }

(A=6) {repK) retrieves an element of a set provided on input. The prodfefdct that the set on input
(A27) is non-empty will be presentéd.

(A28) Case C

(A29) {To simplify, Case C is split into two parts. First we constracew structure

(Aso) S = (P,<,k,L1,...,Li,T1,..., Tk, A1, ..., \g, €) for Pand afterwards, basing of a
structureS™ for P+ is constructed.

(A31) {GenerationS for P:}

(As2) for i:=1 to k do choose bijection 1; : L, — HMA (L),

(A33) such thaty < ¢;(y) for y € L;

(A34) for ¢:=1 to 10 do A7 = {y S Lio n Ciol : wio(y S Cio & /\7(y) S C(wlo(y))}

(A35) for i:=1 to ip—1 do Fi =0, -\ (Az) U>\io (Az)

(A36) Ty = (T = Uiy Aip (80)) LU, A (A)

(A37) for i:= io+1 to k do F7 =1

(As8) for i:=1 to ip—1 do Xl = XilL—a; Ui la,

(A39) >\i0 = >‘i0 |Li0*U:0:1 A U Uzozl )\i|Ai

(Ago) for i:=ig+1 to k do X\ =\

(A41) {Now basing orf for P Algorithm generates* for P+}
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(Ag2) kT =k

(Ag3) for i:=1 to k do begin

(A44) L := HMA (L:) =T M= Noy !t
(Ag5) end

(A46) for all ye Ciyy NHMA (L) do ct(y) == {Xi,(¥;' ()}

(Aq7) for all ye Cy, — HMA (L;,f) do C+( ) c(y) N U0 Aj (yl NHMA (Li 1))
(A48) for all ye P—-C;, do ct(y):=c(y)

As we can see there are three cases dependent on how the méw palargesP to P+. If x increases
the width of the poset (Case A) then Algorithm obtaineew chains for future use. It turns out that a
simple enlargement of all levels;’s by = works. Only when the last old levél, had already: + 1 points
Algorithm does some twist adding a completely new level tlliioe condition I1e (see (£)-(A1g)). If
the width of the poset is unchanged alig remains high ifP* then Algorithm runs Case B. We will see
that in this case in fact all;’s remain high inP*. In this setting Algorithm leaves all levels untouched,
i.e. Lf = L; (see (A2)). Coloring the new point Algorithm uses one color for each predecessor of
x in L;, (see (As)). This routine may be interpreted as securing all edgewém’lL;g and C;g. As
we said Algorithm is not able to decide which color is appadgifor points in the dynamic part of the
poset. Thus, all potentially candidates for a good colonesed. This will guarantee the condition I3. If,
in turn, L;, is not high inP* then Algorithm runs Case C. This is the moment when somedevelves
up. They move through the edges of the bijectign's stated in (42), (A33). As a result some points
from a dynamic part o jump to the static part gP+. For each such point Algorithm chooses a color
from c(y) securing the edge of the bijection and this color will be tidymne inc™ (y) (see (A6)).
The set of colors of points in the dynamic partf may be also reduced to these securing edges from
LZ) = HMA (L;,1}) (see (A7)) The middle step in Case C (lines£4)-(A40)), constructing the structure
S, is only for the sake of clarity of presentation. Algorithaiteady knowingy;'s, rearranges the colors
in T';'s gettingT';’s to achieve the additional condition;, (y) € c(v, (y)) ,forall y € wi‘ol(cio N L;g).

The proof thatS™ for P+ holds invariants 10-13 is split into cases of presentedstya

Case A: In this case the point increases the width of the poset of the game (seg)(By the fact that a
single point may increase the width of the poset at most bywmgetwidth(P*) = width(P) + 1

Claim. Let O™ be a poset obtained fro@ = (Q, <) by adding a new elementin such a way thay is
maximal inQ*. Thenwidth(Q) < width(Q™") impliesHMA (Q") = HMA(Q) U {q}.

Using this claim we get thatMA (P*) = HMA (P) U {z}. Thus,x ¢ Lf and therefore by I1b fof
we haver ¢ L for all i’'s. All of these with some trivial observations suffice to pedhat in Case A the
structureS™ holds all our invariants.

CaseB: Sincex ¢ L;f fori > ig (by (A3)) we trivially get thatZ; is high inP*. By (A4) the levelL;,
is high inP*. The factthat.,, ..., L;,_; are also high irP* simply follows from the next claim.
Claim. Let O™ be a poset obtained fro@ = (Q, <) by adding a new elementin such a way thay is
maximal inQ*. LetA, B C @ be antichains such that is high inQ and B is high inQ+. ThenA < B,
x € Bl implies thatA is high inQ™.

The new pointz enlarges the sef’;,. This means that according to invariant I3 all predeccessbr
in L;,, sayzi, ..., zm, have to dispose colors int (x). As we already discusse[ch, ceyZm) =l
NL;, € LiN. m L;,, thus all these points are in the domains\ef. . ., A;,.
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Claim. LetA, B be high antichains in a flat pos€ such thatd < B. Then|Al —Bf| < |4| — | B|.

Using this claim we obtaifC;,| = |Li,T —Lig+1M < |Lio| — |Lio+1] < 0 + 1. Thus,|C;| < i@
Summing up, each; hasio colors to dispose on points if;, (exactly one color on each point) and
|Ciy| < ig. This proves J:2 | Ai(z;) — ¢(Cy, — {z}) is non-empty for alll < j < m. Thus, the function
repn) in (Az2s) is applied to non-empty sets and therefore 13§0r holds.

We also need to prove that" is a legal coloring, i.e. 10 foST™. Sincec™|p = c andc is legal
for P it suffices to show that colors used @¥ (z) = {\;, (21),..., i, (2m)} form chains. First we
are going to observe tha;, (z;) is not used in the dynamic part f. According to (A5) A, (z;) €
Ui, M{z,- - zm}) — ¢(C;, — {x}), thus);, (2;) is not used byc on C;, — {x}. On the other hand
applyingz; € ;% L; — Li,+11 (by Fact 2) to Fact 6 we obtaik;, (z;, ) ¢ ¢(C;) fori # ip. Now, the
fact thatc+—1()\i ( ;)) is a chain follows immediately frorﬂtatlctop()\ zj)) < zj < z (by 12 for ).

Case C: The new leveld.;” = HMA (L;f) are high inP* (by the definition), i.e. 11a fo6+ holds. The
factsthatl| < ... < L7 and|LZ| = |L;| are obtained from following claims.

Claim. Let O be a poset obtained fro@ = (@, <) by adding a new elementsuch thaty is maximal
in QT. LetA, B C @ be high antichains irQ. ThenA < B impliesHMA (Afto+) < HMA(Bfrg+).

Claim. Let 9 be a poset obtained fro@ = (Q, <) by adding a new elementin such a way thay is
maximal inQ*. Let A be a high antichain irQ. Then|A| = |[HMA(Afg+ ).

This proves I1b, I1c, I1d, 11e fo§*. In fact, dependencies betwegtis and newL; s are more compli-
cated. We formulate them below. The proofs of these relaligos are highly combinatorial and omitted
in this paper. Afterwards an example ilustrating some ofrth&presented.

@#LJF Li,2Lf | —Liy-12...2Lf — Ly,

10— 1

_ 7+ _ 7+
Ly=Lg, ..., Ligt1=1L; .,

@#Lio_L;‘;QLiofl_L;';,13~~~2Ll_L-1‘_a

k k
Uziv=duci,nLf), ci=c,-Lf CH=c; foralliio. 2)

20’ 2
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Lines (A32), (A33) pute; to be a bijection froml; to L;" such thaty < v;(y). Following claim argues
that such functions exist.

Claim. Let A be a maximum with respect to the size antichain in a p@set (@, <) and B an antichain
in Q. Then there is an injection such that) : B — A wherey(b) =2 aforall b € B.

+/\ - edges ofi);

=~
- T
- P
-
-
-

> -

o < v I o

SinceL;, is high in and not high inP* we haver € L. Note that by (2) points i€;, N L; (except
the new pointr) jumps from the dynamic part @ to the static part oP+.

The bijections);, determines edges ¢+ along whichZ;, moves toL;g. The condition 13 forS
guarantees that all edges betwdgp andC;, are secured by a color, i.e., foralle L;,, z € C;,,
y < zthere isl < s < ip such that\;(y) € c(z). The idea of our strategy for Algorithm is that
at the moment that bijectiott;, is known a color securing edde, v;,(y)) becomes the only color of
iy (y),i.e. ¢ (i (y)) = {As(y)}, forally € wigl(Cio N L;g). However, while the bijection is not
determined, Algorithm secures all potential edges, ileeddes between,, andC;,,.

For the sake of clarity before the construction$f Algorithm, in our strategy, permutes colors be-
tweenI';’s constructing a new auxiliary structur for P holding all conditions 10-13 invariants and
satisfying an additional condition

Nio (y) € (i (y)) ,forally € 7 1 (Cip N LE). 3

In other words all colors securing;,’s edges taC;, N L are fromI';,.

Now, we present an argument showing tigétis a legal coloring, i.e. 10 folS*. The setc™(y) is
trivially non-empty fory ¢ C;, — L} (by (A46),(A48)). To prove it fory € Cy, — L observe that
sinceC;’ = Cy, — L (see (2)) we have that| NL; is non-empty. Moreover, one can prove that

0
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yl NL} C Ly,. Combiningy € Ciy, 0 # y| NLE C L, with c(y) = {)\Wy(z)(z) L2 e Ly ﬁyl}
(see I3 forS) we have that(y) N Uj.ozl Aj(yl NL} ) is non-empty, which finishes the proof of 10a for
S*. The fact thatt™ (y) C c(y) for all y € P follows from (A46), (A47), (A48) and (3). It remains to
show thatc~! () is a chain for ally € (JT;. Itis not trivial only for the color ofr, i.e. \;, (wigl(x)) (by
(A46)). To prove that™ ! (X;, (¥;.' (x))) is a chain we first need that, (¢;.' (x)) is not used by in
the dynamic part of. By (A46), (A47) we know that\;, (%_Ol(x)) is not used irC;,. To prove that it is
not used in othe€’;’'s we need following claim.

Claim. Let Q% be a flat poset obtained from a flat pos2t= (Q, <) by adding a new maximal element
q such thaty is maximal inQ™ andwidth(Q™) = width(Q). ThenHMA(Q)1 is an antichain inQ*.

This together withZ;, € L;,_11, ...,.La C L1 givesC;, | NL;, C ﬂiﬁ:l L. Applying wigl(x) €
Ciy | NLiy € _) Lm — Liy11 1 to Fact 6 we obtain thak, (4;.') ¢ c(C;) for all j # i. Thus,
the whole chain determined by;, (wigl(x)) exceptz is contained in the static part 1. The fact that
statictop(Xi, (1;, " (x))) < ¢, (z) < « finishes the proof.

To see thastatictop” (A (y)) < y, i.e. 12forS™T, recall that Spoiler presentingenlarges the static part
by points fromC;, N L; and according to (46) we havect (y) = {X;, (¢;.'(y))} forally € Lf nC;

) 20"
Sincestatictopfunction concerns only on the static part/f we get

statictop” (A (y)) = statictogN\i(v; ' (v))) < ¢;'(y) <y fori#ig,ye L],
statictop (A}, (y)) = statictof(Xs, (v;. () < ¢;.'(y) <y  fory e Lf — C;,.

By (A44),(A46) in turn, we getstatictop” (A} (y)) = statictop(Xi, (v;.' (y))) =y fory € L N C;,.

Combining many previous observations with a little effameacan prove that functions

ind™ :=ind" fori#ip,yeCt and  ind™Y :=W|w% fory e C}F,
witness 13 forS* whereind’ witnesses 13 folS for appropiatey.

We sketched the proofs of all invariants in all cases. Hatiregn satisfied we know that presented
strategy builds an on-line adaptive coloring of poset prestby Spoiler. It remains to prove that Algo-
rithm uses22w,/w + O(w) colors. Using I1c and 11d one can proy&:_, |L;| = 1k — Lk + k|Ly)|
andk < 1+ +2w. This together with I1e gives

b 1 22

1 2
1= |Li| < §k3 —ghtk(+1) = Tw\/E—FO(w).
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