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An on-line vertex coloring algorithm receives vertices ofjraph in some externally determined order. Each new
vertex is presented together with a set of the edges comgeittio the previously presented vertices. As a vertex is
presented, the algorithm assigns it a color which cannothaeged afterwards. The on-line coloring problem was
addressed for many different classes of graphs definednmstef forbidden structures. We analyze the class;ef
free graphs, i.e., graphs in which the maximal size of anpeddent set is at most— 1. An old Szemerédi’s result
implies that for each on-line algorithm there exists an on-line presentation of aAfree graphG forcing A to use

at least; x(G) colors. We prove that any greedy algorithm uses at njogiG) colors for any on-line presentation
of any I,-free graphGG. Since the class of co-planar graphs is a subclads-fee graphs all greedy algorithms use
at most2 x (@) colors for co-planatss. We prove that, even in a smaller class, this is an almght tiound.

Keywords: on-line algorithm, graph coloring, planar graph

A graphis a pairG = (V, E) of sets such that C [V]?, i.e., the elements df are 2-element subsets
of V. The elements oV areverticesof the graphG, the elements oF are itsedges For {z,y} € E
verticesz, y are said to badjacent A setS C V is acliqueif each two points inS are adjacent. Dually,
S C Vis anindependent saf S has no two adjacent points. We consider only finite graphs,Wi. is
always finite. Acomplemenof a graphG = (V, E) is agraphG = (V, [V]?\ E), i.e., a graph containing
precisely the edges missing@ For other graph terminology we refer the reader, e.g.,10 [3

A functionc : V — Nis acoloringof the graph = (V, E) if forall n € N, ¢~!(n) is an independent
set. The value(v) is acolor of the vertexv. A functionce : V' — N is aclique coveringof the graph
G = (V,E)ifforall n € N, cc™!(n) is a clique. In such a case a numbefv) is aclique numbenof a
vertexv. Note that a functior : V' — N is a coloring of grapiz = (V, E) if and only if it is a clique

TThe author is a scholar of the project which is co-financechftbe European Social Fund and national budget in the frame of
The Integrated Regional Operational Programme.
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covering ofG. Thechromatic numbeof a graphG, i.e., the minimal number of colors needed to color
G, is denoted by (G). The minimal number of cliques needed to cogeis denoted by (G).

An on-line coloring of a graph may be viewed as a two personggdmeach step of the game the first
player, calledSpoiler, presents one vertex of a graph together with edges comggittio the previously
presented vertices. A gragh together with the order of presentation of its vertices ikechanon-line
presentationof G (or just anon-line grapl) and is denoted by"<. As each vertex is presented, the
second player, calledlgorithm, assigns a color (a natural number) to it. This color canmottanged
afterwards. By amn-line algorithmwe mean a strategy for Algorithm. Its goal is to find a graplodal
with the smallest possible number of colors. The goal of Bpds to force Algorithm to use as many
colors as possible. A color assigned by the on-line algorithto a vertexv is denoted byA(v). The set
of colors used byA to color vertices fromX C V is denoted byA(X). The set of vertices colored by
the algorithmA with color n is denoted byd~!(n). Finally, x4(G<) denotes the number of colork
uses to colotz<. Analogously, we define an on-line clique covering game andraline clique covering
algorithm A. Then A(v) is a clique number assigned by to the vertexv. Similarly, we putA(X),
A~1(v) andv4(G<). Note that the algorithm that colors a graph finds a cliquesdog for presented in
the same order complement of this graph and vice versa, gloeithim that covers a graph finds a coloring
for presented in the same order complement of this graph. mést familiar on-line coloring (clique
covering) algorithms are so callggeedyalgorithms, which try to assign — to the current vertex — acol
(a cligue number) already in use always when it is possible.

The performance of an on-line algorithm is measured by atfonevhich compares its results to the
optimal (off-line) results. An on-line coloring algorithris competitive with a functiori @ on a class of
graphsl if for all but finitely manyG € T and for all its on-line presentatioid®<, x 4 (G<) < f(x(G)).
The clasq" is f—competitivef there exists an on-line, competitive algorithm Brwith the functionf. A
class of graph§ is at least f—competitivef for all n there is a strategy for Spoiler building a graph with
at leastn vertices and forcing Algorithm to usg(x) colors wherey is the chromatic number of a given
graph. FinallyI" is exactly f—competitivef it is at least f—competitive angf—competitive. Analogously,
we may discuss the competitiveness of on-line cliqgue cagaalgorithms.

The on-line graph coloring problem has been widely stud@d/érious classes of graphs. The class
of trees is not competitive (see [4]). This implies that skss containing all trees are not competitive,
e.g., bipartite graphs, perfect graphs, etc. There are ragagnples of competitive classes: split graphs
are exactlyy-competitive (i.e., there is an on-line algorithm usingiotl numbery(G) colors for all
on-line split graph€7<), complements of bipartite graphs are exat%tty—competitive and complements
of chordal graphs are exactlg X — 1)—competitive (all these results are in [4; 2]), intervahgis are
exactly 8y — 2)—competitive [6].

The power of on-line coloring algorithms depends, to sonterek on the absence of certain induced
subgraphs. A graptv is called H-freeif it does not contain an induced subgraph isomorphiéltoThe
following notation is used:P; - path with s vertices,/; - independent set witk vertices, K - clique
with s vertices andk,; ; - complete bipartite graph with parts efandt vertices. Some classes defined
in terms of forbidden substructures had been already sludier example, it is known [4] thak,-free
graphs are exactly-competitive and thabPs-free graphs are not competitive at all. There is a huge gap
between known lower and upper bounds for on-line coloringofree graphs. Kierstead, Penrice and
Trotter [8] have showr(“XT*l)—competitiveness while the only known Iowerbouno(’fg“) [2]. Even

0 For example, we will simply use notationg:competitive or(g)—competitive iff(z) =xorf(z) = (;) respectively.
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narrowing this competitiveness gap for the substantiatalter class o2 K»-free graphs seems to be
hard. Gyarfas and Lehel [4] reduced here the upper bouriéte- 1), while [2] exhibits a quadratic
lowerbound. Since trees are baify-free (s > 3) as well asK ;-free (s,t > 2), none of the classes of
K s-free graphs of; ;-free graphs is competitive. Cie§lik [1] has shown that;-free graphs are exactly
((t — 1)x — t + 2)—competitive. Some general result on on-line colorind efee graphs, wher&' is a
tree, is established in [7].

This paper is devoted to determine the exact competitiweoks -free graphs and the competitiveness
of co-planar graphs. To warm-up observe that the clask-fifee graphs igs — 1)y—competitive, by
considering the on-line algorithm coloring each point wattnew color. We claim that it uses at most
(s — 1) - x(G) colors for each presentation of dp-free graphG = (V, E). Indeed, it uses exactly/|
colors whilex(G) > 'V‘ as at most — 1 points may have the same off-line color. We improve this
trivial upper bound by showmg that this class is exagtly-competitive. First, the upper bound will be
established for each on-line, greedy algorithm tg ke We are indebted to revisor for reminding us an old
Szemerédi's result which easily implies that the competitunction for/,-free graphs is at leagty. We
will shortly discuss it. In the second part we investigateptanar graphs. A grap is planarif it can be
drawn in the plane with its edges intersecting at their eegionly, in other words, without edge crossing.
In particular, all trees are planar. As the class of treesoiscompetitive (see [4]) the class of planar
graphs is also not competitive. The complements of planaplgs are called co-planar graphs. Since
planar graphs ar&’s-free, co-planar graphs arg-free. Therefore, from Theorem 1, greedy algorithms
perform no worse tha@ x- We show that for any algorithm there exist a graplyr of arbitrarily large
chromatic number for whicly 4 (G<) > 2x(G) — 11.5. We start with the analysis of the behavior of the
greedy algorithm.

Theorem 1 Each on-line, greedy, coloring algorithm uses at mpg({() colors on every presentation of
an I,-free graphG. Thus, the class df;-free graphs is; x—competitive.

Proof: Let A be an on-line, greedy, coloring algorithfhand G< be an on-line presentation of dg-
free graphG = (V, E). Consider an optimal coloring af and letC, ..., C, ) be a partition oft’
into monocolored, independent sets. Analogously,Aet.. ., A, , ¢<) be a partition determined by
a coloring of G=< produced by4d. We say that an mdependent skt(1 < i < xa(G*)) is constrainedf
there are at least two independent sets an@ng. ., C, () containing at least one vertex frory, i.e.,
A;NCy # O # A; N C, for somek # |. Inspectlng the result ol onG=<, i.e. Ay,..., Ay, (g<), We
define

e ¢ = number of constrained;’s,

e u = number of unconstrained;’s,

e k. =number of vertices in the join of all constraindd’s,

e Lk, = number of vertices in the join of all unconstrainggs.

Obviously,u < k, andec + u = x4(G<). Since each constrained, has at least two points, we have

¢ < % The fact thatG is I;-free yields thatG has at mos{s — 1) - x(G) vertices and therefore,

ke + k, < (s —1)- x(G). Finally, sinceA is greedy eacltf’; contains at most one unconstraingg
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Thus,u < x(G). After these remarks we are ready to bound the number of soleed byA as follows

k (s =1) - xX(G) = ku

xa(GS) = c+u < ?chuS 5 +u
o (8—1)-X(G)+g < 5 X(G)
= 2 2 2

Before a general case, a lowerbound for on-line, greedyritifigos is provided.

Proposition 2 For eachs > 2 there exists an on-lind,-free graphG< forcing all greedy on-line color-
ing algorithms to us€ x(G) colors.

Proof: Consider an on-line bipartite graghi< = (V U U, E, <), whereV = {vy,...,vs_1}, U =
{ut,...,us—1}andv; < u; <wy <ug < ...<wvs_1 < us—1. Each point; is adjacent to all vertices

in U \ {u;}. Similarly, each point; is adjacent to all vertices it \ {v;}. Moreoverp,_; is adjacent to
us—1. Obviously,G is I-free andy(G) = 2. Itis also easy to check that each on-line, greedy algorithm
A is forced to use colors onG<, asA(v;) = i = A(u;) exceptA(us_1) = s. O

The fact that/,-free graphs are at leagt-competitive follows from Szemerédi's theorem concerned
on an on-line antichain partitioning of partially ordereztss Apartially ordered se{an order) is a pair
P = (X, R) whereX is a set, and is a reflexive, antisymmetric, and transitive binary relatonX. A
setC' C X isachainin P if xRy forall z,y € X. Dually, a setd C X is anantichainin P if —z Ry for
all distinctz, y € X. Thewidth of P is the maximal size of an antichain in and theheightof P is the
maximal size of a chain i?. We say that a grap&y' = (V, E) is acomparability graptof P = (X, R)
if {z,y} € Eiff xRy or yRx for all x,y € V. We may consider on-line orders and therefore on-line
algorithms for (anti)chain partitioning of orders. For tieeminology of orders as well as for an overview
of an on-line partitioning problems we refer the reader @][1

Theorem 3 (Szemeedi [9] ) For everyk > 1 there is a strategys, for presenting points of on-line
order of heighttc and widthk such that every on-line antichain partitioning algorithreas at Ieas(’“;rl)
antichains.

Note that Theorem 3 may be easily extended to:

For eachk, z > 1 there is a strategy), ., for presenting points of on-line order of heightr and width
k such that every on-line antichain partitioning algorithreas at Ieas(’“;’l) -z antichains.

Indeed, it suffices to repeat a strategjyx times in such a way that all vertices ©th presented order
are below all vertices of-th one foralll <i < j < z.

Observe also that each on-line coloring algoritArimduces an on-line antichain partitioning algorithm
A’ by coloring the comparability graph of the order presentedminput. IfP< is an on-line order and
G< is an on-line presentation of his comparability graph (ateonf appearance of the the gra@h is
naturally inherited fromP<) then the number of antichains used Ayon P< is exactly the number of
colors used byl onG=. On the other hand, height of the ordeis the size of the maximum clique in the
comparability graptG. Therefore, since comparability graphs are perfect, heag® is equal toy (G).
Moreover, width ofP is exactly equal to the number of the maximal independerihggt Having these
observations we immediately get.
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Proposition 4 For eachs > 2 and for each chromatic numbey > 1 there is a strategy for Spoiler
presenting on-line graph such that for each on-line colgraigorithm A it produces an on-lind-free
graphG< with x(G)) > x forcing A to use at least x(G) colors.

Proposition 4 implies that the class hffree graphs is at leagty—competitive.

Now, we are going to investigate the competitiveness ofioadoloring for co-planar graphs. To show
that no on-line algorithm can color a co-planar graplof arbitrarily large chromatic number (and thus
of arbitrary large size) using less thegr)((G) — 11.5 we produce a strategy for presenting appropriate
on-line graphs. As we have already mentioned a grajaisar if it can be drawn in the plane without
edge crossing. Such a drawing of a planar graph is callede pleawing or glane graph A plane graph
divides the plane into several regions called faces. Inrotloeds, afacein a plane graph is a subset of the
plane bounded by a cycle without diagonal paths. For an ewref planar graphs we refer the reader
to [3]. Description of co-planar graphs as complements ahat graphs may be cumbersome, so we are
working with the on-line clique covering problem for plarggaphs instead.

We present a strategy for Spoiler which, for any given or-tifique covering Algorithmi, produces a
connected, planar, on-line gragh* of arbitrarily big clique covering number (and thus of arait large
size) and such that,(G<) > 2(v(G) — 5) + 1. The construction of7< is presented irstages By
an abuse of notation we denote &Y, or simply G, a graph that is being presented by the Spoiler. For
simplicity we denoth—l(A(v))| by wa(v), note that at any step of construction (v) < 2 for every
vertexv. At the end of each stage the set of vertice&/0fis a disjoin union of J V, two sets of vertices
Ly, L, (calledloose endgand a one element sgt} (r is called aroot of G) such that:

e wy(r)=1and

o foranyW e V the setiV is a clique inG< and}_, WAl(U) >3,

e one of the following is true for each loose end:

— the loose end is empty, or
— the loose end consists of one elemerandw 4 (v) = 2, or

— the loose end consist of two verticesv such that there is no edge @< betweenu andw,
bothw andv are adjacent to the same face of the gréph wa(u) = 2 andw 4 (v) = 2.

Note that the setér}, Ly, Lo, V change (the use of this slightly imprecise notation allows$asimplify
the presentation without leading to confusion).

A configurationof a graphG=< is a triple consisting of a root and two loose ends and denbyed
[r, L1, L2]. The following notation simplifies the constructiofvertices: edge$ is a pair consisting of a
set of vertices and a set of edges to be presented by Spail@nyiorder).

Each member oV is a clique thus, at the end of each stagé;y) < |V| + 5 (if a graph presented so
faris G<). At the same time

1 1 1 5
AWV = ;WA(U) > 2. 2 o Yo 22t

wevveWw

so certainlyv 4 (G<) > 2(v(G) — 5) + 1. Intuitively, the set’ contains cliques such that the algoritbin

uses approximatelg' “on-line cliques” to cover it.
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Fig. 1: Play schema

The following “pattern” appears very often in the strate@yppose that a graph contains two vertices
b1, ba connected by an edge, and thith,) # A(b2). Moreover, there exist unique verticés, do such
that A(b1) = A(dy), A(b2) = A(d) andby # di, ba # do. Under such conditions the following
strategy (compare Figure 1) produces a loose end insteaukesé ttwo vertices. Present two vertices
bs, by and edges by, bs}, {b1,ba}, {b2, b3}, {ba,bs}. There are two possibilities: eithet(bs) = A(bs)
or A(bs) # A(bs). In either cased (b3) andA(b4) are numbers not used previously Atbs) # A(bys) set
V=V U{{b1,b3,b4}} (OrV := VU {{ba, b3, bs}}) and the single element sih} (or {b1}) is a new
loose end. If, on the other hand(b;) = A(bs) present; and edgedbs, b1}, {bs, b2}, {bs,b3}. The
numberA(bs) is a new number; sét := V U {{b1, b2, b3, b5} } and{b4} is a new loose end.

An algorithmic description of one stage of the strategy fpoifer follows. We assume that a graph
presented so far is denoted by = (V, E)) the configuration of the graph |8, L1, L»] and the set of
“dealt with” cliques isV .

1: If L1 ULy, = ( thenpresenta : {a,r})

1.1: if A(a) = A(r) then presentd : {b,a}). Note thatd(b) ¢ A(V), the new configuration is
[b,{r}, {a}] and this stage IDPONE

1.2: elsepresentdb : {b,r},{b,a})

1.2.1: if A(b) = A(a) (or dually A(b) = A(r)) then the new configuration ig, {a}, {b}] (or
dually [a, {r}, {b}]) DONE

ao a2 a2

ai ai a1

Q4 Q4

.............. as e as
A) First move B) Second move C) Third move

Fig. 2: Loose end type one
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1.2.2: elseA(a) # A(b) # A(r), setV := VU {{a,b,r}} and presenfc : {c,r}). If A(c) #
A(r) the new configuration igc, 0, @], if A(c) = A(r) we presentld : {d,c}) with
A(d) # A(c) and the new configuration [g, {c}, )] DONE

2. if |L;| = 1 or|Lg| = 1 then without loss of generality we may assume tiat = {v} for
some vertexv. In this case preser{ti,as : {v,a1}, {v,az2},{a1,a2}) (compare Figure 2). If
A(ay) # A(az2) thenV := VU {{v, a1, a2} } and the new configuration |8, ), L»]. If, on the other
hand,A(a;) = A(az2) present two more verticg&s, a4 : {v,as},{a1,as}, {as,as}, {a1,aqs}).

2.1: if A(as) # A(as) thensetV := V U {{a1,a3,a4}} and follow the schema presented in
the pattern above with verticas a, in place ofb,,b,. Depending on the choice of the
algorithm putV := V U {{v,bs,b4}} and the new configuratiofr, {a2}, Ls] or V :=
VU {{v, as, b3, b5} } and the new configuratidm, {b4}, L2] DONE

2.2: elsepresent{as : {as, v}, {as,a1},{as,as}). ThenA(as) ¢ A(V U {a1,a2,a3,a4}). Set
V:=VU{{v,a1,as,as}} and the new configuration to be {as, a4}, L2] DONE

C1

0
N
_|
=x 4
S
3 ’
(e}
<
D
o
; i
w
i~
' W
p
n
D
(@]
o
>
o
3
o
<
D
o
w

Fig. 3: Loose end type two

3: if |L1]| = 2 or |Ly| = 2 then without loss of generality we may assume that= {u, v} for some
verticesu, v. In this case presefit, co : {v,c1}, {u, c1}, {u, ca}) (compare Figure 3).

3.1: if A(e1) # A(cz) thensetV := VU {{u, c1, c2}} and the new configuration to e {v}, L]
DONE

3.2 elsmreseanlﬁ Cq: {Clv 64}7 {’U, 64}’ {037 64}7 {’U, 63}7 {CQa C3}a {'LL, 63}>
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3.2.1: if A(es) # A(ca) thensetV := VU {{v, c3, ca}} and follow the pattern presented in the
example with vertices, co taken to beb, by (introduce new vertices in a face adjacent
to Cl).

3.2.1.1: ifA(bs) = A(bs) thenputV := V U {{u, c2, b3, b5} } and the new configuration to
belr, {c1,bs}, L2] DONE

3.2.1.2: elsgutV := V U {{c2, b3, bs}} and once more follow the pattern presented in the
example. Take vertices, c; to beby, by. Depending on the choice of the algorithm
putV := VU {{u,bs, bs}} and the new configuratiofr, {c1}, La] or ¥V := YV U
{{u, c1, b3, b5} } and the new configuratiom, {b4}, Lo] DONE

3.2.2: elsepresent{cs,cs : {cs5,u},{cs,ca},{cs, 3}, {cs,v}, {cs,c1},{ce,ca}). Certainly
A(cs), A(cg) ¢ A(V U {c1,c2,c3,ca}). PUutV := VU {{v,c1,cq,c6}, {u,ca,¢3,¢5}},
new configuration i$r, §, L,] DONE

The strategy starts with presenting a single verietke starting configuration ig, 0, ] andy = 0.

This strategy is a way of constructing, for any given cliqoeering algorithmA, on-line presentation
of planar graphs of arbitrarily large clique covering numbech thatA uses approximatel§-times too
many cliques to cover such a graph. It shows that for co-plgrephs of sufficiently large chromatic
number no coloring algorithm can perform essentially lydttan a greedy algorithm. More precisely

Theorem 5 For each on-line coloring algorithn and each chromatic numbegrthere exists an on-line
presentatiorG< of a co-planar graphG such thaty(G) > y andx(G<) > gX(G) —11.5.

The construction immediately implies that a class of coyptayraphs is at leag x — 11.5)—competitive.
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