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# A symbolic projection of Langton's Ant (Extended Abstract) 
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#### Abstract

The Langton's ant is studied from the point of view of topological dynamical systems. A new approach which associate a subshift to the system is proposed. The transition rule is generalized to the family of bi-regular graphs $\Gamma(k, d)$ and the dependence of the dynamical system on $k$ and $d$ is analyzed. A classification of the $\Gamma(k, d)$ graphs based on the dynamical properties of the subshift is established. Also a hierarchy is defined on the graphs through the subset relation of the respective subshifts. The analysis are worked out by establishing an algebraic characterization of the forbidden words of the subshift.
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## 1 Introduction

Langton's Ant is a very simple discrete dynamical system introduced by Cris Langton [Lan86] as an example of systems presenting life-like behaviors. Its celebrity comes from an unproved conjecture, which remains open from more than 10 years: In all the computer-simulations, when at the beginning there are some cells in black color and the grid is big enough, the ant eventually falls in a periodic movement with drift, leaving behind a periodic pattern. The periodic movement is the same in every case (see Figure 1). But nobody knows if that happens for any initial confi guration with a fi nite number of black cells or not. In this article, we consider a generalization of the system to arbitrary planar graphs. This generalization is simple and independent on the graph in the sense that the ant do not need to know any information about the graph except for its planar projection. The same generalization has been already studied over the regular grids [KC91, GBCB99, Wan95]. Different behaviors appear over the three regular grids. We try to characterize the relation between the ant behavior and the graph topology. We consider the class of bi-regular graphs $\Gamma(k, d)$. We take a dynamical system approach classifying the graphs with respect to properties as transitivity and sofi city of the system. Similar systems have already been studied in the context of dynamical systems [BT92, BT93, GBCB99, Qua99]. The new feature of the present work is that we are not concentrating on the ant's dynamical system it self but on a particular partition subshift of it. The partition is defi ned in such a way that the partition subshift contains all the relevant information of the system (in particular the ant's motion). Due to this, the properties of the subshift reflects in a very
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Fig. 1: The configuration at times 10700 (left) and 47500 (right) when starting from two different initial configurations.
sensible way the properties of the original system. In this paper, we study and characterize this subshift. Several results presented here are consequences of previous results of the authors [GMG01b, Gaj01]. In Section 2, the generalization of the ant to planar graphs is presented. In Section 3, we defi ne the subshift associated to the system and we show how its forbidden words are related to the null words of a group. Section 4 establishes several strong properties of the subshift associated to the $\Gamma(k, d)$ graphs where $d \geq 5$. In particular its language is characterized through a simple congruence. Finally, in Sections 5 and 6 we show the properties of the different subshifts associated to each $\Gamma(k, d)$ graph.

## 2 Langton's Ant on planar graphs

Given a graph represented on the plane in such a way that its edges do not intersect each other, the ant's system is defi ned as follows:

- Each vertex (preferably called cell) has an associated state which can be L or R.
- The ant is represented by an arrow laying over a graph edge, heading to a cell, say $h$.
- At each iteration:
- The ant moves to one of the edges adjacent to $h$. It moves to the closer edge to the left of $h$ if $h$ is in state L and it moves to the closer edge to the right otherwise.
- $h$ changes of state.

The system dynamics may be different for different representations of the same graph. When referring to a graph, a particular representation is considered implicitly. In this article we focus principally on a particular class of planar graphs: the $\Gamma(k, d)$ graphs. The graph $\Gamma(k, d)$ is the locally fi nite planar graph whose cells have $d$ neighbors and whose faces have $k$ sides. $\Gamma(k, d)$ is fi nite for $k=3$ and $d<6, k=4$ or $k=5$ and $d<4$, or when $k=6$ and $d<3$. Finite $\Gamma(k, d)$ correspond to the six platonic regular polygons.


Fig. 2: Depending on the cell's state, the ant will turn to the left or to the right.

Only $\Gamma(6,3), \Gamma(4,4)$ and $\Gamma(3,6)$ can be embedded in $\mathbb{R}^{2}$ with edges of constant lengths; they correspond to the hexagonal, square and triangular grids respectively. The rest of the cases corresponds to the so called "hyperbolic graphs", and can be embedded in the hyperbolic plane. Figure 3 shows a part of the $\Gamma(7,3)$ graph. For these graphs, the planar representation is given together with the graph defi nition and


Fig. 3: The $\Gamma(7,3)$ graph.
it is unique up to homeomorphism.

## 3 Symbolic representation

In this paper we study the ant with the perspective of topological dynamical system. A topological dynamical system is a topological space $X$ called "phase space", together with a continuous function $f: X \rightarrow X$. There are several ways to formalize the ant as a dynamical system depending on the choice of the representation of the system state. This problematic is discussed by Kůrka in [K97] for the case of Turing machines. Kůrka shows that different representations of the system have different properties. In a first approach, the system state can be assumed as a confi guration $c: V \rightarrow\{\mathrm{~L}, \mathrm{R}\}$, together with the ant position. Then, the set of states is $A_{G}=\{\mathrm{L}, \mathrm{R}\}^{V} \times \vartheta_{G}$. Where $\vartheta_{G}$ represents the set of pairs $(i, j) \in V \times V$, such that $\{i, j\} \in E$. With the product topology, $A_{G}$ is a non-compact set. The transition function $f$ acts over $c(j)$ and $(i, j)$. It is continuous, one-to-one and onto. This representation is the more natural one, and it is the best for simulation. Nevertheless, it is not adequate for the analysis of the ant's movement.

The state representation contains too much information, because the cells that are never visited by the ant, are not interesting and shifting a confi guration, together with the ant position does not change the ant's movement. We defi ne another dynamical system that is related with $\left(A_{G}, f\right)$ through the projection function $\pi: A_{G} \rightarrow\{L, R\}$ where $\pi(c,(i, j))=c(j)$. The sequence $\left(\pi\left(f^{n}(x)\right)\right)_{n \in \mathbf{N}}$ contains the states of all the cells that the ant will visit when the starting state is $x$. At the same time, it is itself a precise description of the ant's trajectory. If we know the starting ant's position and $\left(\pi\left(f^{n}(x)\right)\right)_{n \in \mathbf{N}}$, it is possible to infer the whole ant's trajectory and we can determine its regularities if there are some. Defi ning the set:

$\mathrm{x}=$ LLLLRLLLL $\ldots .$.

Fig. 4: The sequence generated by the configuration where all the cells are in L state.

$$
H_{G}=\left\{\left(\pi\left(f^{n}(x)\right)\right)_{n \in \mathbf{N}} \in\{L, R\}^{\mathbf{N}} \mid x \in A_{G}\right\}
$$

and the shift function $\sigma: H_{G} \rightarrow H_{G}$ by $\sigma\left(\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right)=\left(a_{1}, a_{2}, a_{3}, \ldots\right)$, we have the following scheme:


With $\psi(x)=\left(\pi\left(f^{n}(x)\right)\right)_{n \in \mathbf{N}}$. It is easy to see that $H_{G}$ is closed on $\{L, R\}^{\mathbf{N}}$ and that $\psi$ is onto and continuous. $H_{G}$ is a subshift, i. e., it is invariant under the function $\sigma$. In spite of $\psi$ not being one-to-one, $\psi(x)$ contains all the information that is relevant in the ant's dynamics. In some sense, two states $x$ and $x^{\prime}$ are equivalent when $\psi(x)=\psi\left(x^{\prime}\right)$. We think that the properties of $\left(H_{G}, \sigma\right)$ reflect the complexity of $\left(A_{G}, f\right)$ even if they do not coincide, in general, with the properties of $\left(A_{G}, f\right)$. On the other hand, $\left(H_{G}, \sigma\right)$ is a simple and homogeneous representation of $\left(A_{G}, f\right)$, in the sense that $H_{G} \subset\{L, R\}^{\mathbf{N}}$ for any $G$, then we work within a single space, we apply the same tools and describe the different properties in the same context for any graph. The set $H_{G}$ depends on $G=(V, E)$. For example, if the faces of $G$ have at most $r$ sides, then the word $L^{r+1}$ is forbidden in $H_{G}$.

### 3.1 Basic definitions

In the following we will assume that the underlying graph, $G$, is a $\Gamma(k, d)$ graph. In order to simplify the notation we will denote $A_{k d}=A_{\Gamma(k, d)}$ and $H_{k d}=H_{\Gamma(k, d)}$. Also we denote the cell, edge and arc sets of $\Gamma(k, d)$ by $V_{k d}, E_{k d}$ and $\vartheta_{k d}$, respectively. The function $f$ defi nes a relation between the arcs in $\vartheta_{k d}$ by $(i, j) \propto\left(i^{\prime}, j^{\prime}\right) \Leftrightarrow \exists c, c^{\prime} \in\{R, L\}^{V_{k d}}$ such that $f(c,(i, j))=\left(c^{\prime},\left(i^{\prime}, j^{\prime}\right)\right)$. In other words, $(i, j) \propto\left(i^{\prime}, j^{\prime}\right)$ if $\left(i^{\prime}, j^{\prime}\right)$ is the arc to the right or to the left of $(i, j)$. Let us call $T_{k d}$ the graph associated to this relation. A curious property is that when $d$ is even, $T_{k d}$ has two connected components. This is because when $d$ is
even, no edge can be visited in the two orientation during a single trajectory (see [Gaj01] Ch.3.1). As we will see, $T_{k d}$ has a group structure.
Definition 1 Given two integers $k$ and d, we define the group $D_{k d}$ as follows ${ }^{\ddagger}$. If d is even:

$$
D_{k d}=\left\langle R, L \mid R^{k}, L^{k},\left(R L^{k-1}\right)^{d / 2},\left(L R^{k-1}\right)^{d / 2}\right\rangle
$$

If d is odd:

$$
D_{k d}=\left\langle R, L \mid R^{k}, L^{k},\left(R L^{k-1}\right)^{d},\left(L R^{k-1}\right)^{d},\left(\left(R L^{k-1}\right)^{\lfloor d / 2\rfloor} R\right)^{2},\left(\left(L R^{k-1}\right)^{\lfloor d / 2\rfloor} L\right)^{2}\right\rangle
$$

Lemma 1 If d is even, then $T_{k d}$ has two connected components, each of them being isomorphic to the Cayley graph ${ }^{\S}$ of $D_{k d}$
If $d$ is odd, $T_{k d}$ is isomorphic to the Cayley graph of $D_{k d}$.
Since $\Gamma(k, d)$ has not, in general, an algebraic structure w (see [Cha95]), we will prefer to use $D_{k d}$ to refer to the cells and arcs of $\Gamma(k, d)$. First, from Lemma 1 the arcs of $\Gamma(k, d)$ that are potentially reached by the ant are exactly the elements of the group $D_{k d}$. We identify the arcs of $\Gamma(k, d)$ with the words in $\{L, R\}^{*}$ modulo $D_{k d}$. In particular the empty word, $e$, will denote a fi xed arc, say $\left(a_{-1}, a_{0}\right)$. Second, a cell of $\Gamma(k, d)$ is uniquely determined by an arc that exits from it. Then, given a word $\left(w_{i}\right)_{i=0}^{n} \in\{R, L\}^{*}$ it defi nes uniquely a sequence $a=\left(a_{i}\right)_{i=-1}^{n+1} \in V_{k d}$ such that $\left(a_{i}, a_{i+1}\right)=w_{0} . . w_{i}$ for all $i \in\{-1, . ., n\}$. We say that the sequence $a$ is the sequence of cells visited by the path $w$ and we defi ne $\varphi:\{R, L\}^{*} \rightarrow V_{k d}^{*}$ by $\varphi(w)=a$. Since an arc determines uniquely the cell from which it exits, we could refer the cells through a word of $D_{k d}$ too. Several arcs exit from the same cell and this can be characterized algebraically: Two arcs $s$ and $t$ in $D_{k d}$ exit from the same cell if and only if there exists $i \leq d$ such that $s\left(R^{k-1} L\right)^{i}=t$ modulo $D_{k d}$.

Also we can defi ne the states that these cells need to have in order to make the ant to actually follow the path $w$.

$$
c\left(a_{i}\right)=w_{\min \left\{j \mid a_{j}=a_{i}\right\}} \quad 0 \leq i \leq n
$$

The rest of the cells can be in any state, then we arbitrarily assign $c(b)=L$ for all $b \notin\left\{a_{i}\right\}_{i=0}^{n}$. We defi ne $\phi:\{R, L\}^{*} \rightarrow\{L, R\}^{V_{k d}}$ by $\phi(w)=c$. Both functions $\phi$ and $\varphi$ are well defi ned for every $w \in\{R, L\}^{*}$ and they can be extended to infi nite sequences $w \in\{R, L\}^{\mathbb{N}}$ by continuity. By defi $\operatorname{ning} \bar{R}=L$ and $\bar{L}=R$ we can rewrite the function $f$ as follows.

$$
f(c, w)=\left(c^{\prime}, w c\left(\varphi(w)_{|w|}\right)\right), \text { with } c^{\prime}\left(\varphi(w)_{|w|}\right)=\overline{c\left(\varphi(w)_{|w|}\right)}
$$

A word $w=w_{0} . . w_{n} \in\{R, L\}^{*}$ is called an ant's word if $w \in L\left(H_{k d}\right)$. A word $w=w_{0} . . w_{n} \in\{R, L\}^{*}$ is an ant's word if and only if $\psi(\phi(w), e)_{0} . . \psi(\phi(w), e)_{n}=w$. From this, we can determine a basis of forbidden words of $H_{k d}$, i. e., a set, $F_{k d}$ of words such that a word $w$ is in $H_{k d}$ if and only if $w$ has no factor in $F_{k d}$.

$$
F_{k d}=\left\{w_{0} \ldots w_{n} \in\{R, L\}^{*} \mid \varphi(w)_{0}=\varphi(w)_{n} \wedge \varphi(w)_{0} \notin\left\{\varphi(w)_{i}\right\}_{i=1}^{n-1} \wedge w_{0}=w_{n}\right\}
$$

The condition $\varphi(w)_{0}=\varphi(w)_{n}$ says that the ant points to the same cell at times 0 and $n$. The condition $\varphi(w)_{0} \notin\left\{\varphi(w)_{i}\right\}_{i=1}^{n-1}$ says that this cell is not visited between times 1 and $n-1$. Finally, condition $w_{0}=w_{n}$

[^1]says that the ant turns to the same direction at this cell in both times 0 and $n$, which contradicts the ant's rule. It will be useful to know which words corresponds to simple paths. We say that a word $w=w_{0} . . w_{n}$ is simple if $\varphi(w)_{i} \neq \varphi(w)_{j}$ for every $-1 \leq i<j \leq n+1$. We denote by $S_{k d}$ the set of simple words. $S_{k d}$ is a factorial language but it is not extensible in general. All the simple words are ant's words, i. e., $S_{k d} \subset L\left(H_{k d}\right)$. We say that a word $w=w_{0} . . w_{n}$ is a simple cycle if $w_{0} . . w_{n-1}$ is simple and $\varphi(w)_{-1}=\varphi(w)_{n+1}$. With these defi nitions we are ready to study $H_{k d}$.

## 4 When $d \geq 5$

In this section we assume that $d \geq 5$ if $k \geq 4$ and that $d \geq 6$ if $k=3$. This hypothesis allows us to prove the following lemma. The proof uses relations between the number of nodes, edges and faces enclosed by the cycle and the Euler theorem.
Lemma 2 1. If $w=w_{0} . . w_{n}$ is a simple cycle, then $w=R^{k-1}$ or $w=L^{k-1}$.
2. If $u=u_{0} . . u_{n}$ and $v=v_{0} . . v_{m}$ are simple, then $\varphi(u)_{n+1} \neq \varphi(v)_{m+1}$.

Corollary $1 S_{k d}$ is the language obtained by forbidding the factors $R^{k-1}$ and $L^{k-1}$.
In the present case, $S_{k d}$ do not depends on $d$, then we will call it $S_{k}$. Lemma 2 implies that the subgraph generated by $S_{k}$ in $D_{k d}$ is a tree. It also implies that the graph induced by the arcs of $S_{k}$ in $\Gamma(k, d)$ is also a tree. The projection of $S_{4}$ in $\Gamma(4,5)$ is depicted in Figure 5(a) and the graph generated by $\varphi\left(S_{4}\right)$ in $\Gamma(4,5)$ is depicted in Figure 5(b). Figure 5(a)shows the set of cells that the ant can visit through a simple path. In


Fig. 5: (a) The graph generated by $S_{k}$ in $\Gamma(4,5)$. (b) The graph generated by $\varphi\left(S_{k}\right)$ in $\Gamma(4,5)$ is composed by the cells and edges inside the white zone or over its boundary.
[Gaj01] we proved the following theorem.
Theorem 1 If in some iteration the ant is between two cells in the same state, then its trajectory after time $t$ does not exits from a subgraph that has the shape of the tree of faces depicted in Figure 5(b).

In this paper, we show a new proof of this theorem based on the present algebraic formulation. The gain is a more precise understanding of the system given by three lemmas and one additional theorem that we develop in the following. In the present terms, we describe the cell states through a word $w=w_{0} . . w_{n}$. This assumes that the ant is pointing to the cell $w_{0}$ at time 0 . At time 1 the ant is between the cells $w_{0}$ and $w_{1}$ and the state of the cell $w_{0}$ has changed. Then, the hypothesis of the Theorem 1 translates as $w_{0} \neq w_{1}$, and the thesis refers to the word $w_{1} . . w_{n}$ which is the ant's path after time 1 . Theorem 1 can be stated in the present terms as:

$$
\text { If } w=w_{0} . . w_{n} \in L\left(H_{k d}\right) \text { and } w_{0} \neq w_{1} \text { then } \varphi\left(w_{1} . . w_{n}\right) \subset \varphi\left(S_{k}\right) .
$$

It will be useful to consider the congruence $C_{k}=\left\langle R, L \mid R^{k}=e, L^{k}=e\right\rangle$, i. e., the quotient of the free monoid $\{L, R\}^{*}$ by the relations $R^{k}=e, L^{k}=e$. Congruences are different from groups because in the congruences the inverse of the generators are not symbols of the alphabet. $C_{k}$ has two important properties. First, every word in $\{L, R\}^{*}$, has a unique minimal representation in $C_{k}$. Second, it is always possible to obtain this minimal representation by making monotonic reductions. A congruence with these two properties is called confluent (from the nomenclature of Berstel [Ber77]). Since the relators that defi ne $C_{k}$ are of the form " $e$ is equal to something", $C_{k}$ is what Cochet and Nivat [CN] call a trivial congruence (it is also a basic congruence from the Berstel nomenclature). This implies several properties, in particular, all the congruence classes are algebraic languages. We rewrite one of their results for the particular case of congruence $C_{k}$. Let us recall that $w$ is a prime word if it reduces to $e$ and it has no any proper left factor which reduces to $e$.
Property 1 (Cochet \& Nivat) If $w$ is prime, then whether $w \rightarrow{ }^{*} R^{k}$ or $w \rightarrow{ }^{*} L^{k}$ but not both.
Lemma 2 implies that every cycle contains the sequence $R^{k}$ or $L^{k}$. Of course, no word in $S_{k}$ reduces to $e$ in $C_{k}$. We will prove that the relations $R^{k}=e$ and $L^{k}=e$ are the unique relations needed to reduce an ant's word in $D_{k d}$. This is equivalent to prove that $\varphi(w) \subset \varphi\left(S_{k}\right)$ for every ant's word $w$. If we prove that for all $w \in L\left(H_{k d}\right)$ the minimal representation of $w$ in $C_{k}$ is in $S_{k}$ we are done. But this is not true, in fact, the word $R^{k-1}$ is in $L\left(H_{k d}\right)$ and it is minimal in $C_{k}$ but it does not belong to $S_{k}$. However $\varphi\left(R^{k-1}\right) \subset \varphi\left(S_{k}\right)$, because $\varphi\left(R^{k-1}\right)_{k-1}=\varphi\left(R^{k-1}\right)_{-1}$. In general, if $v=v_{0} . . v_{n} \in S_{k}$, either $v R \in S_{k}$ or $v R$ has $R^{k-1}$ as right factor, in which case $\varphi(v R)_{n+2}=\varphi(v R)_{n+2-k} \in \varphi\left(S_{k}\right)$. Then it is enough to prove that for all $w \in L\left(H_{k d}\right)$ the minimal representation of $w$ in $C_{k}$ is a word in $S_{k}$ concatenated with the symbol $R$ or $L$, i. e., it is in $S_{k}(R \cup L)$. In the following lemmas we will work under the assumption that $w$ satisfi es $\varphi(w) \subset \varphi\left(S_{k}\right)$. This implies several strong properties. To conclude we will consider the shortest word that do not satisfi es the assumption and we will contradict by applying the lemmas to its factors. Let us consider the following set of words.

$$
\begin{align*}
I_{k}= & \left\{\overline{w_{n}} w_{0} w_{1} . . w_{n-1} \overline{w_{n}} \mid w_{0} . . w_{n} \text { is a prime word in } C_{k}\right\} \\
& \cup\left\{w_{0} w_{1} . . w_{n-1} w_{n} w_{0} \mid w_{0} . . w_{n} \text { is a prime word in } C_{k} \text { and } w_{1} . . w_{n} \text { do not have any left null factor }\right\} \tag{1}
\end{align*}
$$

Remark 1 If $\varphi(w) \subset \varphi\left(S_{k}\right)$, we have that $I_{k} \subset F_{k d}$. This can be verified by observing that if $w_{0} . . w_{n}$ reduces to e then $\varphi\left(w_{0} \ldots w_{n} w_{0}\right)_{0}=\varphi\left(w_{0} \ldots w_{n} w_{0}\right)_{n+1}$ and $\varphi\left(\overline{w_{n}} w_{0} \ldots \overline{w_{n}}\right)_{0}=\varphi\left(\overline{w_{n}} w_{0} \ldots \overline{w_{n}}\right)_{n+1}$. The fact that $w_{0} . . w_{n}$ is prime and that $\varphi(w) \subset \varphi\left(S_{k}\right)$ assures that the cell $\varphi(w)_{0}$ is never visited between times 1 and n. See Figure 6 to visualize this.


Fig. 6: Two exemples of words in $I_{k}$.

Lemma 3 If $w \in L\left(H_{k d}\right)$ is a prime word in $C_{k}$ that satisfies that for any $i \in\{0, . ., n\}$ the minimal representation, $u_{i}$, of $w_{0} . . w_{i}$ in $C_{k}$ is in $S_{k}(R \cup L)$, then $w$ has a unique factorization

$$
w=x v_{1} x v_{2} . . x v_{k-2} x x
$$

where $x \in\{R, L\}$ and for all $j, v_{j}$ is a prime word that satisfies:

1. $v_{j} \rightarrow{ }^{*} \bar{x}^{k}$,
2. if $v_{j}=\bar{x} g_{1} \bar{x} g_{2} . . \bar{x} g_{k-1} \bar{x}$, then $g_{1}=g_{k-1}=e$ and
3. $v_{j}$ do not have $\bar{x} x$ as left factor nor $x \bar{x}$ as right factor.

Lemma 3 talks about the shape of $\varphi(w)$ and says that a closed ant's path can be decomposed in a series of closed paths that do not intersects between them and that are visited only one time each by the ant. Its proof is based on a factorization theorem by Cochet and Nivat [CN] and Remark 1. The next lemma talks about the states of the cells after the passage of the ant.

Lemma 4 If $w=w_{0} . . w_{n} \in L\left(H_{k d}\right)$ is a prime word in $C_{k}$ that satisfies that for any $i \in\{0, . ., n\}$ the minimal representation, $u_{i}$, of $w_{0} . . w_{i}$ in $C_{k}$ is in $S_{k}(R \cup L)$, then for a given cell $\varphi(w)_{j}$ we know that:

1. if there is some $i$, such that $\varphi(w)_{i}=\varphi(w)_{j}$ and $u_{i-1}$ has $R^{k-1}$ (or $L^{k-1}$ ) as right factor then $\varphi(w)_{j}$ has been visited by the ant two or three times where $i$ was the last one, then its state at time $n$ is $L$;
2. otherwise $\varphi(w)_{j}$ have been visited one or two times and the last time it state was $\left(u_{i}\right)_{\left|u_{i}\right|}$ then its state at time $n$ is $\overline{\left(u_{i}\right){\left|u_{i}\right|}}$.

Remark 2 Every cycle in $C_{k}$ contains a vertex which has $R^{k-1}$ or $L^{k-1}$ as right factor. This implies that if the ant enters $\varphi(w)$ after time $n$, it will not make any closed path before exiting $\varphi(w)$. With a little more work it can be proved that if the ant exits from $\varphi(w)$, then it follows a path LR or RL which would be at the beginning of a cycle if we are assuming that the ant will comes back to $a-1$. This is not possible from Lemma 3. This implies that the ant cannot come back to $a_{-1}$ from the right if it has already followed a cycle on the right hand. This gives a bound on the number of times that the ant can visit a given cell. The proof of the next lemma is based on this idea.

Lemma 5 If $w \in L\left(H_{k d}\right)$ and for any pair $i<j u_{i j}$ is the minimal representation in $C_{k}$ of $w_{i} . . w_{j}$, then $u_{i j} \notin\left\{R L^{k-1} R, L R^{k-1} L\right\}$ for all $i, j$.
From this lemma we conclude Theorem 1 . We remark from Lemma 5 that only the relators $R^{k}$ and $L^{k}$ can be used to reduce a word in $D_{k d}$ from this and Remark 2 we conclude the following theorem.

Theorem 2 If $d \geq 5$ and $k \geq 4$, or $d \geq 6$ and $k=3$, then for all $w \in L\left(H_{k d}\right)$ it holds that:

1. $F_{k d}=I_{k}$ and
2. every cell is visited 4 times or less.

## 5 Inclusions

In Section 5 we saw that $H_{k d}$ is constant on $d$ when $d \geq 5$. Moreover, since $R^{k+1} \notin L\left(H_{k 5}\right)$ we have that every word in $L\left(H_{k 5}\right)$ is simple in $\Gamma\left(k^{\prime}, 5\right)$ for all $k^{\prime} \geq k+2$, then $L\left(H_{k 5}\right) \subset L\left(H_{k^{\prime} 5}\right)$ for all $k^{\prime} \geq k+2$. Several inclusions like this can be proved by using the same techniques used to prove Lemma 2.
Theorem 3 1. $(\forall d \geq 6) H_{3 d}=H_{36}$,
2. $(\forall d \geq 5)(\forall k \geq 4) H_{k d}=H_{k 5}$,
3. $(\forall d \leq 6) H_{3 d} \subset H_{36}$,
4. $H_{33} \subset H_{34}$,
5. $(\forall k \geq 4) H_{k 4} \subset H_{k 5}$,
6. $(\forall k \geq 4) H_{k 3} \not \subset H_{k 5}$,
7. $(\forall k \geq 3)\left(\forall k^{\prime} \geq k+2\right) H_{k 5} \subset H_{k^{\prime} 5}$,
8. $(\forall k \geq 3) H_{k 5} \not \subset H_{(k+1) 5}$,
9. $H_{36} \not \subset H_{45}$,
10. $(\forall k \geq 4)\left(\forall k^{\prime} \geq k+3\right) H_{k 4} \subset H_{k^{\prime} 4}$,
11. $(\forall k \geq 4)\left(\forall k^{\prime} \geq 3 k / 2+2\right) H_{k 3} \subset H_{k^{\prime} 3}$.

## 6 Properties

We have studied the properties of $\left(H_{\Gamma(k, d)}, \sigma\right)$ and their dependence on $k$ and $d$. They are listed in Table 1. We assume that $k$ and $d$ are such that $\Gamma(k, d)$ is an infi nite graph. A subshift is always positively expansive so this property is true for any $k$ and $d$. Transitivity is related with the existence of periodic points in $A_{k d}$, if there are periodic points in $A_{k d}$ then $H_{k d}$ is not transitive. It can be shown that for every $k, A_{k 3}$ has a periodic point. The sofi city is related with the length of the closed ant's paths. In general any length is possible, this implies that the system has infi nite memory effects, then it cannot be sofi c. $H_{5}$ is synchronizing for every $k \geq 4$, this is a consequence of Lemma 3, the synchronizing words are $L R L R$ and $R L R L$. Finally, $H_{36}$ is of fi nite type. This is because there are only two closed ant's paths in $\Gamma\left(H_{36}\right)$. Then the length of the closed ant's paths is bounded. Figure 7 shows the automaton that recognizes $L\left(H_{36}\right)$. $H_{36}$ has period two.

| Transitive | Mixing | Positive Entropy | Synchronizing |  | not Sofi c | SFT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d \geq 4$ | $d \geq 4$ | always | $d \geq 5$ | $d \geq 6$ |  |  |
|  | $k \geq 4$ |  | $k \geq 4$ | $k \geq 3$ | $k \geq 4$ | $k=3$ |

Tab. 1: The dynamical properties of $H_{k d}$.


Fig. 7: The automaton that recognizes $L\left(H_{36}\right)$.
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