A Solution to a Problem of D. Lau: Complete Classification of Intervals in the Lattice of Partial Boolean Clones

Miguel Couceiro, Lucien Haddad, Karsten Schölzel, Tamas Waldhauser

To cite this version:
Miguel Couceiro, Lucien Haddad, Karsten Schölzel, Tamas Waldhauser. A Solution to a Problem of D. Lau: Complete Classification of Intervals in the Lattice of Partial Boolean Clones. Journal of Multiple-Valued Logic and Soft Computing, 2017, 28 (1), pp.47-58. 10.1109/ISMVL.2013.7. hal-01183004

HAL Id: hal-01183004
https://inria.hal.science/hal-01183004
Submitted on 5 Aug 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A SOLUTION TO A PROBLEM OF D. LAU:
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ABSTRACT. The following natural problem, first considered by D. Lau, has been
tackled by several authors recently: Let $C$ be a total clone on $\mathbb{2} := \{0, 1\}$. Describe
the interval $\mathcal{I}(C)$ of all partial clones on $\mathbb{2}$ whose total component is $C$. We
establish some results in this direction and combine them with previous ones to
show the following dichotomy result: For every total clone $C$ on $\mathbb{2}$, the set $\mathcal{I}(C)$
is either finite or of continuum cardinality.

1. Preliminaries

Let $k \geq 2$ be an integer and let $k$ be a $k$-element set. Without loss of generality we
assume that $k := \{0, \ldots, k-1\}$. For a positive integer $n$, an $n$-ary partial function
on $k$ is a map $f : \text{dom}(f) \rightarrow k$ where $\text{dom}(f)$ is a subset of $k^n$, called the domain
of $f$. Let $\text{Par}^{(n)}(k)$ denote the set of all $n$-ary partial functions on $k$ and let
$\text{Par}(k) := \bigcup_{n \geq 1} \text{Par}^{(n)}(k)$. An $n$-ary partial function $g$ is said to be a total function
if $\text{dom}(g) = k^n$.

Let $\text{Op}(k)$ be the set of all total functions on $k$.

For every positive integer $n$ and each $1 \leq i \leq n$, let $e_i^n$ denote the $n$-ary $i$-th projection function defined by $e_i^n(a_1, \ldots, a_n) = a_i$ for all $(a_1, \ldots, a_n) \in k^n$. Furthermore, let $J_k := \{e_i^n \mid 1 \leq i \leq n, n \in \mathbb{N} \setminus \{0\}\}$ be the set of all (total) projections.

Partial and total functions on $k$ are composed in a natural way. We refer the reader
to [4, 10, 11] for details.

Definition. A partial clone on $k$ is a composition closed subset of $\text{Par}(k)$ containing
$J_k$. If a partial clone is contained in the set of all total functions $\text{Op}(k)$, then it is
called a clone on $k$.

Remark 1.1. There are several other equivalent definitions for partial clones. One
definition uses Mal’cev’s formalism and the other uses the concept of one point extension.
These definitions can be found in [10] and in Chapter 20 of [11]. Later on in this paper
we will use Mal’cev’s elementary operations as described in [10] and [11].

Example.

1) For $a = 0, 1$ let $T_a$ be the set of all total functions satisfying $f(a, \ldots, a) = a$.
$M$ be the set of all monotone total functions and $S$ be the set of all self-dual total functions
on $\mathbb{2}$. Then $T_0, T_1, M$ and $S$ are clones on $\mathbb{2}$.

2) Let $T_{0,2} := \{f \in \text{Op}(\mathbb{2}) \mid [(a_1, b_1) \neq (1, 1), \ldots, (a_n, b_n) \neq (1, 1)]
\Rightarrow (f(a_1, \ldots, a_n), f(b_1, \ldots, b_n)) \neq (1, 1)\}.$
$T_{0,2}$ is a clone on $\mathbb{2}$ (see Chapter 3 of [11] for details.)

3) Let $\tilde{S} := \{f \in \text{Par}(\mathbb{2}) \mid \{(a_1, \ldots, a_n), (\neg a_1, \ldots, \neg a_n)\} \subseteq \text{dom}(f)
\Rightarrow f(\neg a_1, \ldots, \neg a_n) = \neg f(a_1, \ldots, a_n)\}$,
where $\neg$ is the negation on $\mathbb{2}$. Then $\tilde{S}$ is a partial clone on $\mathbb{2}$.

The idea behind the last two examples is formalized as follows.
Definition. For \( h \geq 1 \) and \( n \geq 1 \), let \( \rho \) be an \( h \)-ary relation on \( \mathbf{k} \) and \( f \) be an \( n \)-ary partial function on \( \mathbf{k} \). We say that \( f \) preserves \( \rho \) if for every \( h \times n \) matrix \( M = [M_{ij}] \) whose columns \( M_{ij} \in \rho \), \( (j = 1, \ldots, n) \) and whose rows \( M_{ik} \in \text{dom}(f) \) \( (i = 1, \ldots, h) \), the \( h \)-tuple \( (f(M_{1*}), \ldots, f(M_{h*})) \in \rho \). Define

\[
\text{pPol} \rho := \{ f \in \text{Par}(\mathbf{k}) \mid f \text{ preserves } \rho \}.
\]

It is well known (see, e.g., [11] Chapter 20) that \( \text{pPol} \rho \) is a partial clone determined by the relation \( \rho \).

Note that if there is no \( h \times n \) matrix \( M = [M_{ij}] \) whose columns \( M_{ij} \in \rho \) and whose rows \( M_{ik} \in \text{dom}(f) \), then \( f \in \text{pPol} \rho \). Note also that the clone on \( \mathbf{k} \) determined by the relation \( \rho \) is \( \text{Pol} \rho := \text{pPol} \rho \cap \text{Op}(\mathbf{k}) \).

Thus in the example above \( T_{0,2} = \text{Pol} \{(0,0),(0,1),(1,0)\} \) and \( \tilde{\mathcal{S}} = \text{pPol} \{(0,1),(1,0)\} \).

All partial clones on \( \mathbf{k} \) (clones on \( \mathbf{k} \)), ordered by inclusion, form a lattice \( \mathcal{L}_{P_k} \) \( (\mathcal{L}_{O_k}) \), respectively in which the infimum is the set-theoretical intersection. Clearly \( \mathcal{L}_{O_k} \) is a sublattice of \( \mathcal{L}_{P_k} \). It is therefore very natural to ask about the position of the lattice \( \mathcal{L}_{O_k} \) in \( \mathcal{L}_{P_k} \). In [12] D. Lau initiated the study of the following problem for the case \( k = 2 \).

Problem. Let \( C \) be a total clone on \( \mathbf{2} := \{0,1\} \). Describe the set of all partial clones on \( \mathbf{2} \) whose total component is \( C \), i.e., describe the set

\[
\mathcal{I}(C) := \{ D \subseteq \text{Par}(\mathbf{2}) \mid D \text{ is partial clone such that } D \cap \text{Op}(\mathbf{2}) = C \}.
\]

The same question was asked for clones on the finite set \( \mathbf{k} \) with \( k \geq 2 \), and results in this direction have been established recently, mainly concerning the maximal clones on \( \mathbf{k} \). We refer the reader to Section 20.7 in [11] for details. By Theorem 20.7.2 the set \( \mathcal{I}(C) \) is an interval for every total clone \( C \) on \( \mathbf{2} \).

In this paper we focus our attention to the case \( k = 2 \). We give a full classification of all intervals \( \mathcal{I}(C) \), where \( C \) is one of the countably many clones on \( \mathbf{2} \). More precisely, we first show that \( \mathcal{I}(T_{0,2}) \) is of continuum cardinality on \( \mathbf{2} \). Then we prove that the same result holds for any clone on \( \mathbf{2} \) contained in one of \( \{T_{0,2}, T_{1,2}\} \).

Finally we combine these results with previous known results discussed in [10] to prove our main result.

Let \( \mathcal{F} := \{\text{Op}(\mathbf{2}), T_0, T_1, T_0 \cap T_1, M, M \cap T_0, M \cap T_1, M \cap T_0 \cap T_1, S, S \cap T_0 \cap T_1\} \).

We have:

**Dichotomy Theorem.** Let \( C \) be a clone on \( \mathbf{2} \). Then the interval \( \mathcal{I}(C) \) in \( \mathcal{L}_{P_k} \) of all partial clones whose total component is \( C \) is finite if and only if \( C \in \mathcal{F} \) and is of continuum cardinality otherwise.

We mention in passing that many results in this direction have been obtained by several authors, (see [1] [5] [6] [7] [8] [9] [10] [15] [16] [17]).

2. Partial clones intersecting \( \text{Op}(\mathbf{2}) \) in \( T_{0,2} \)

Let \( \rho_{0,2} := \{(0,0),(0,1),(1,0)\} \) and as seen above let \( T_{0,2} := \text{Pol} \rho_{0,2} \). It is shown in [13] that the clone \( T_{0,2} \) is covered by the clone \( T_0 = \text{Pol} \{0\} \) of all 0-preserving functions. In this section we construct a continuum family of partial clones on \( \mathbf{2} \) whose intersection with \( \text{Op}(\mathbf{2}) \) is \( T_{0,2} \).

The idea behind the proof given in this section comes from [5] and is briefly discussed in [4]. Throughout let \( k \geq 4 \) be an even integer, and set \( n(k) = k(k + 1) + 1 \).

Define \( R^n_k \) as the \( n(k) \)-ary relation whose members are tuples in which any two 1’s are separated by at least one 0 (in particular, the first and last positions cannot be simultaneously 1, since we consider the indices modulo \( n(k) \)). For \( i, j \in \{1, \ldots, n(k)\} \), we denote by \( d(i,j) \) the circular distance between \( i \) and \( j \).
Lemma 2.1. For every even integer \( k \geq 4 \), \( T_{0,2} \subseteq \text{pPol} R^k_+ \).

Proof. Since
\[
R^k_+(x_1, \ldots, x_{n(k)}) = \bigwedge_{i,j \in [n(k)]} \varnothing_{0,2}(x_i, x_j)
\]
we have, by the general theory (see e.g., the Representation Lemma 20.3.4 in [11]) that \( \text{pPol} \rho_{0,2} \subseteq \text{pPol} R^k_+ \), and since clearly \( T_{0,2} \subseteq \text{pPol} \rho_{0,2} \), the result follows.

Let \( M^k_+ \) be the \( n(k) \times n(k) \) matrix with columns in \( R^k_+ \), the first being \( c_1 = [1001010 \ldots 1010]^T \) and the remaining columns are obtained by applying cyclic shifts to \( c_1 \), i.e., \( c_2 = [01001010 \ldots 101]^T \), \( c_3 = [101001010 \ldots 10]^T \), \ldots, \( c_{n(k)} = [001010 \ldots 101]^T \). Note that every entry on the diagonal of the matrix \( M^k_+ \) is 1.

Remark 2.2. Let \( r_i \) and \( r_j \) be two rows of \( M^k_+ \). If \( d(i,j) \geq 2 \), then \( r_i \) and \( r_j \) have a 1 in the same position.

Lemma 2.3. If \( k' < k \), then there is no \( n(k') \times n(k) \) matrix \( N \) whose columns are in \( R^k_+ \) and whose rows are rows of \( M^k_+ \).

Proof. Suppose that \( k' < k \) and that \( N \) is an \( n(k') \times n(k) \) matrix whose columns are in \( R^k_+ \). For a contradiction, suppose that the rows of \( N \) are rows of \( M^k_+ \). By Remark 2.2, the only possible “neighbor” rows of a row \( r \) in \( N \) are exactly the predecessor and successor rows of \( r \) in \( M^k_+ \). But then \( n(k') \) would be even, thus yielding the desired contradiction.

Define \( R^k_+ \) as the \( n(k) \)-ary relation whose members are tuples in which any two 1’s are separated by at least \( k \) 0’s (in particular, if the first position is 1, then the last \( k \) positions must be 0).

Lemma 2.4. For every even integer \( k \geq 4 \), \( T_{0,2} \subseteq \text{pPol} R^k_+ \).

Proof. As in Lemma 2.1 since
\[
R^k_+(x_1, \ldots, x_{n(k)}) = \bigwedge_{i,j \in [n(k)]} \varnothing_{0,2}(x_i, x_j)
\]
we have \( T_{0,2} \subseteq \text{pPol} \varnothing_{0,2} \subseteq \text{pPol} R^k_+ \).

Let \( M^k_+ \) be the \( n(k) \times n(k) \) matrix with columns in \( R^k_+ \), the first being \( c'_1 = [10 \ldots 010 \ldots 0 \ldots 10 \ldots 0]^T \) and the remaining columns are obtained by applying cyclic shifts to \( c'_1 \) as before. As for the matrix \( M^k_+ \), every entry on the diagonal of \( M^k_+ \) is 1.

Remark 2.5. Since \( k \geq 4 \) is even, if \( r_i \) is a row of \( M^k_+ \), and \( r'_j \) is a row of \( M^k_+ \), then \( r_i \) and \( r'_j \) have a 1 in the same position.

Lemma 2.6. If \( k' > k \), then there is no \( n(k') \times n(k) \) matrix \( N \) whose columns are in \( R^k_+ \) and whose rows are rows of \( M^k_+ \).

Proof. Suppose that \( k' > k \) and that \( N \) is an \( n(k') \times n(k) \) matrix whose columns are in \( R^k_+ \). For a contradiction, suppose that the rows of \( N \) are rows of \( M^k_+ \). Since each row of \( M^k_+ \) has exactly \( k' \) 1’s, we have that \( N \) has \( k \cdot n(k') \) 1’s. Hence, \( N \) has a column with at least \( \frac{k \cdot n(k')}{n(k)} \) 1’s. However, it is easy to verify that since \( k' > k \geq 4 \), we have that \( \frac{k \cdot n(k')}{n(k)} > k' \). But this yields the desired contradiction, since all columns of \( N \) are members of \( R^k_+ \), and each has at most \( k' \) 1’s.
Let $R_k$ be the $2n(k)$-ary relation given by $R_k := R_k^k \times R_k^k$. Since $T_{0,2} \subseteq \text{pPol } R_k^k$ and $T_{0,2} \subseteq \text{pPol } R_k^k$, we have $T_{0,2} \subseteq \text{pPol } R_k$. Now as $T_{0,2} \subseteq \text{pPol } R_k$, we have that $\text{pPol } R_k \cap \text{Op}(2)$ is one of $T_{0,2}, T_0$ or $\text{Op}(2)$. As the $n(k)$-ary function $f$ on 2 defined by $f(0, \ldots, 0) = 0$ and $f(x_1, \ldots, x_{n(k)}) = 1$ if $(x_1, \ldots, x_{n(k)}) \neq (0, \ldots, 0)$ belongs to $T_0$ but does not preserve $R_k$, we conclude that $\text{pPol } R_k \cap \text{Op}(2) = T_{0,2}$, i.e., $\text{pPol } R_k \in \mathcal{I}(T_{0,2})$.

Define $M_k$ as the $2n(k) \times n(k)$ matrix given by

$$M_k = \begin{pmatrix} M_k^k \\ M_k^k \end{pmatrix}.$$ 

Note that each column of $M_k$ is a tuple of $R_k$.

**Lemma 2.7.** Let $N$ be a $2n(k') \times n(k)$ matrix whose columns are in $R_{k'}$ and whose rows are rows of $M_k$. Then, either all rows of $N$ are rows of $M_k^k$, or the first $n(k')$ are rows of $M_k^k$ and the remaining $n(k')$ are rows of $M_k^k$.

**Proof.** By Remark 2.2 and the fact that $R_k = R_k^k \times R_k^k$, not all of the last $n(k')$ rows can be rows of $M_k^k$, since for all columns in $R_k^k$ the distance between two 1’s is at least $k'$. If we assume that there are rows from $M_k^k$ and $M_k^k$ at the same time, we see that two such rows are neighbors and by Remark 2.3 there is a column with adjacent 1’s. But this contradicts the assumption that the columns belong to $R_{k'}$. Thus there can only be rows from $M_k^k$ among the last $n(k')$ rows of $N$.

Moreover, from Remark 2.5 and the fact that $R_k = R_k^k \times R_k^k$, it follows that either all of the first $n(k')$ rows of $N$ are rows of $M_k^k$ or all of the first $n(k')$ rows of $N$ are rows of $M_k^k$.

Let $f_k$ be the $n(k)$-ary partial function whose domain is the set of rows of $M_k$, and such that $f_k$ is constant 1 on the rows of $M_k^k$ and constant 0 on the rows of $M_k^k$. Note that since both $M_k^k$ and $M_k^k$ have entries 1 on their diagonal, the partial function $f_k$ is undefined on the tuple $(0, \ldots, 0)$.

**Lemma 2.8.** Let $k, k' \geq 4$ be even integers. Then $f_k$ preserves $R_{k'}$ if and only if $k \neq k'$.

**Proof.** Since $[1 \cdots 10 \cdots 0]^T$ does not belong to $R_{k'}$, we have that if $k = k'$, then $f_k$ does not preserve $R_{k'}$.

So suppose that $k \neq k'$. If $k < k'$, then it follows from Lemmas 2.6 and 2.7 that $f_k$ preserves $R_{k'}$ by default.

Suppose now that $k > k'$. If $N$ is a $2n(k') \times n(k)$ matrix whose columns are in $R_{k'}$ and whose rows are rows of $M_k$ (otherwise we are done for the domain of $f_k$ is exactly the set of rows of $M_k$), then by Lemmas 2.3 and 2.7 it follows that all rows of $N$ are rows of $M_k^k$. Since $f_k$ is constant 0 on the rows of $M_k^k$, and since the $2n(k')$-tuple all of whose entries are zero is a member of $R_{k'}$, we conclude that $f_k$ preserves $R_{k'}$. □

Denote by $E_{2,4} := \{4, 6, 8, \ldots \}$ the set of all even integers greater than or equal to 4 and denote by $\mathcal{P}(E_{2,4})$ the power set of $E_{2,4}$. Since $T_{0,2} \subseteq \text{pPol } R_k$ for every even integer $k \geq 4$, we have that

$$T_{0,2} \subseteq \bigcap_{k \in E_{2,4}} \text{pPol } R_k$$

for every subset $X$ of $E_{2,4}$. By Lemma 2.8 the map

$$\chi: \mathcal{P}(E_{2,4}) \to \mathcal{I}(T_{0,2}) \cup \mathcal{I}(T_0) \cup \mathcal{I}(\text{Op}(2))$$

defined by $X \mapsto \chi(X) := \bigcap_{k \in E_{2,4} \setminus X} \text{pPol } R_k$ is one-to-one. Since $\mathcal{I}(T_0)$ and $\mathcal{I}(\text{Op}(2))$ are finite (see Section 20.8 in [11]) we have the following result:

**Theorem 2.9.** The interval $\mathcal{I}(T_{0,2})$ of partial clones on 2 is of continuum cardinality.
3. Partial clones intersecting Op(2) in a subclone of \( T_{0,2} \)

In this section we show that Theorem 2.9 holds for every subclone of \( T_{0,2} \) in \( \mathcal{L}_{2} \).

We will employ a result established in [10]. First we need to recall some notations.

Let \( f \in \text{Par}(2) \) be \( n \)-ary and \( g \in \text{Par}(2) \) be \( m \)-ary. Then the superposition of \( f \) and \( g \), denoted \( f \circ g \), is the \((n + m - 1)\)-ary partial function on \( 2 \) defined by

\[
\text{dom} \ (f \circ g) := \{(a_1, \ldots, a_{n+m-1}) \mid (a_1, \ldots, a_m) \in \text{dom} \ (g) \text{ and } (g(a_1, \ldots, a_m), a_{m+1}, \ldots, a_{n+m-1}) \in \text{dom} \ (f)\}
\]

and

\[
(f \circ g)(a_1, \ldots, a_{n+m-1}) := f(g(a_1, \ldots, a_m), a_{m+1}, \ldots, a_{n+m-1}).
\]

A set of partial functions \( F \subseteq \text{Par}(2) \) is called a closed set, if \( F \circ F \subseteq F, \ (F \circ g) \subseteq F \), \( \tau(F) \subseteq F, \Delta(F) \subseteq F \) and \( \nabla(F) \subseteq F \). The operations \( \tau, \Delta, \nabla, \circ \) are known as Mal’cev’s five elementary operations. We refer the reader to the introduction of [11] and to Section 20.1 of [11] for more details. Notice that it is well known that a set of partial functions \( F \subseteq \text{Par}(2) \) is a partial clone on \( 2 \) if and only if it is a closed subset and it contains the set of all projections \( J_2 \) (see, e.g., Section 20.1 of [11]).

We need the following result established in [10].

Lemma 3.1. (Theorem 8 [10]) Let \( C \) be a clone over \( 2 \) and let \( I \) be a nonempty set. Furthermore, let \((Q_i)_{i \in I}\) be a family of subsets of \( \text{Par}(2) \) such that

1) \( Q_i \cap \text{Op}(2) = \emptyset \),
2) \( Q_i \) is a closed set of \( \text{Par}(2) \),
3) \( Q_i \circ C \subseteq Q_j \) and \( C \circ Q_i \subseteq Q_j \).

Then, for every subclone \( B \) of \( C \) on \( 2 \) and every \( i \in I \), we have that \( Q_i \cup B \) is a partial clone on \( 2 \). If furthermore \( Q_i \neq Q_j \) for all \( i, j \in I, \ i \neq j \), then \( |I(B)| \geq |I| \).

We use Theorem 2.9 and the lemma above to prove our second main result:

Theorem 3.2. Let \( B \subseteq T_{0,2} \) be a clone on \( 2 \). Then the interval of partial clones \( \mathcal{I}(B) \) is of continuum cardinality.

Proof. Denote by \( U_0 \) the set of all partial functions undefined on \((0, \ldots, 0)\), i.e.,

\[
U_0 := \{f \in \text{Par}(2) \mid (0, \ldots, 0) \notin \text{dom} \ (f)\}.
\]

Now in Lemma 3.1 let \( C \) be the clone \( T_{0,2} \) on \( 2 \), \( I \) be the set \( \mathcal{P}(\mathcal{E}_{\geq 4}) \) as defined in the paragraph preceding Theorem 2.9 and for \( X \in \mathcal{P}(\mathcal{E}_{\geq 4}) \) let \( Q_X := (\bigcap _{k \in X} \text{pPol} R_k) \cap U_0 \).

We show that the family \((Q_X)_{X \in \mathcal{P}(\mathcal{E}_{\geq 4})}\) satisfies conditions 1), 2) and 3) of Lemma 3.1.

1) Since \( U_0 \) contains no total functions we have \( Q_X \cap \text{Op}(2) = \emptyset \).

2) It is easy to verify that the sets \( Q_X \) satisfy \( \zeta(Q_X) \subseteq Q_X, \tau(Q_X) \subseteq Q_X, \Delta(Q_X) \subseteq Q_X \) and \( \nabla(Q_X) \subseteq Q_X \) (see, e.g., [11]).

We show that \( Q_X \star Q_X \subseteq Q_X \). Let \( f, g \in Q_X \).

Since \( \bigcap _{k \in X} \text{pPol} R_k \) is a partial clone, we have that \( f \circ g \in \bigcap _{k \in X} \text{pPol} R_k \). Furthermore, since \( (0, \ldots, 0) \notin \text{dom} \ (g) \), we have that \( (0, \ldots, 0) \notin \text{dom} \ (f \circ g) \), i.e., \( f \circ g \in U_0 \) and thus \( f \circ g \in Q_X \). This shows that \( Q_X \) is a closed set of \( \text{Par}(2) \).

3) To show that \( Q_X \star T_{0,2} \subseteq Q_X \) take \( f \in Q_X \) and \( g \in T_{0,2} \). Since \( T_{0,2} \subseteq \text{pPol} R_k \) for all \( k \geq 4 \), we have \( f \circ g \in \bigcap _{k \in X} \text{pPol} R_k \) for every \( X \in \mathcal{P}(\mathcal{E}_{\geq 4}) \) and it remains to show that \( f \circ g \in U_0 \), i.e., \( (0, \ldots, 0) \notin \text{dom} \ (f \circ g) \).

Indeed since \( g \in T_{0,2} \subseteq T_0 \), we have \( g(0, \ldots, 0) = 0 \) and thus if \( f \circ g(0, \ldots, 0) = f(g(0, \ldots, 0), 0, \ldots, 0) = f(0, \ldots, 0) \) was defined, then we would have \( (0, \ldots, 0) \in \text{dom} \ (f) \), a contradiction to \( f \in U_0 \). This gives that \( f \circ g \in U_0 \) and so \( f \circ g \in Q_X \).

The proof of \( T_{0,2} \star Q_X \subseteq Q_X \) is similar.

Now we show that \( Q_X \neq Q_Y \) for every \( X \neq Y, X, Y \in \mathcal{P}(\mathcal{E}_{\geq 4}) \). Since \( X \neq Y \), say there is a \( t \in X, t \notin Y \). Then by Lemma 2.8 \( f_t \in \bigcap _{k \in X} \text{pPol} R_k \) and \( f_t \notin \bigcap _{k \in Y} \text{pPol} R_k \).
It is shown in Section 2 that the partial functions \( f_k \) are undefined on \((0, \ldots, 0)\), thus \( f_k \in U_0 \) for all \( k \geq 4 \). This shows that \( f_t \in Q_X \) and \( f_t \notin Q_Y \) proving that \( Q_X \neq Q_Y \).

By Lemma 3.1 we have that \( |\mathcal{I}(B)| \geq |\mathcal{P}(E_{\geq 4})| \) and thus \( \mathcal{I}(B) \) is of continuum cardinality. \( \square \)

Now let \( \rho_{1,2} := \{(0,1),(1,0),(1,1)\} \) and let \( T_{1,2} := \text{Pol} \rho_{1,2} \). Then by duality we have:

**Theorem 3.3.** Let \( B \subseteq T_{1,2} \) be a clone on \( 2 \). Then the interval of partial clones \( \mathcal{I}(B) \) is of continuum cardinality.

4. **Complete classification of all intervals of the form \( \mathcal{I}(C) \)**

In this section we use results discussed in \cite{10} and combine them with our results established in the previous sections to complete the classification of all intervals of partial clones of the form \( \mathcal{I}(C) \) over \( 2 \). Let \( T_a \) (for \( a \in \{0,1\} \)), \( M \) and \( S \) be as defined in Section 1. Let \( L \) be the clone of all linear functions, furthermore for \( a \in \{0,1\} \) and \( \mu \geq 2 \) let \( T_{a,\mu} = \text{Pol} (\{0,1\}^\mu \setminus \{\neg a, \ldots, \neg a\}) \) and \( T_{a,\infty} = \bigcap_{\mu \geq 2} T_{a,\mu} \), \( \Lambda \) be the clone generated by \( \{\land, c_0, c_1\} \) and \( V \) be the clone generated by \( \{\lor, c_0, c_1\} \) on \( 2 \).

Set \( F := \{\text{Op}(2), T_0, T_1, T_0 \cap T_1, M, M \cap T_0, M \cap T_1, M \cap T_0 \cap T_1, S, S \cap T_0 \cap T_1\} \).

In \cite{10} the authors collect several known results and establish some new ones concerning the intervals \( \mathcal{I}(C) \) where \( C \) is a clone on \( 2 \). The following is a conclusion of \cite{10}.

**Theorem 4.1.** Let \( C \) be a clone on \( 2 \). Then the interval of partial clones \( \mathcal{I}(C) \) over \( 2 \) is finite if and only if \( C \in F \). Furthermore if \( C \subseteq B \) with \( B \in \{L, \Lambda, V, T_{0,\infty}, T_{1,\infty}\} \), then the set \( \mathcal{I}(C) \) has the cardinality of the continuum. Finally if \( C \subseteq B \) with \( B \in \{T_{0,2}, T_{1,2}\} \), then the set \( \mathcal{I}(C) \) is infinite.

The reader can verify that with the exception of subclones of \( T_{0,\infty} \) and \( T_{1,\infty} \), the theorem above leaves open the cardinality of \( \mathcal{I}(C) \) for almost all subclones \( C \) of \( T_{0,2} \) and \( T_{1,2} \) (see Figure 1 at the end of this section for the positions of these various clones on \( 2 \) in the Post Lattice).

Combining Theorems 3.2, 3.3 and 4.1 gives our Dichotomy Theorem stated in Section 1 of this paper.

We mention in passing that as the clone \( S \cap M \) is a subclone of \( T_{0,2} \), we have by Theorem 3.2 that the interval of partial clones \( \mathcal{I}(S \cap M) \) is of continuum cardinality. A result in this direction is shown in \cite{3} where a continuum family of partial clones containing the set of all partial monotone and self-dual functions is constructed.

**Remark 4.2.** This paper shows that there is no interval of partial clones of the form \( \mathcal{I}(C) \) that is countably infinite in \( \mathcal{L}_{P_2} \).

| \( C \) | \( |\mathcal{I}(C)|\) |
|------|--------|
| Op(2) | 3      |
| \( T_a \) (\( a \in \{0,1\} \)) | 6      |
| \( M \) | 6      |
| \( S \) | 6      |
| \( T_0 \cap T_1 \) | 30     |
| \( M \cap T_a \) (\( a \in \{0,1\} \)) | 15     |
| \( M \cap T_0 \cap T_1 \) | 101    |
| \( S \cap T_0 \cap T_1 \) | 380    |

Table 1. Sizes of the finite intervals \( \mathcal{I}(C) \)
Call a partial clone $D$ on $2$ strong if it contains all subfunctions of its functions, i.e., if for every $g \in \text{Par}(2)$, we have $g \in D$ whenever $g = f|_{\text{dom}(g)}$ for some $f \in D$. Now the lattice $\mathcal{L}_{O_2}$ is a countably infinite sublattice of $\mathcal{L}_P$, but $\mathcal{L}_{O_2}$ consists of clones of total functions only. Thus the clones in $\mathcal{L}_{O_2}$ are not strong partial clones on 2.

We pose the following problem:

**Problem.** Does the lattice $\mathcal{L}_P$ have a countably infinite interval of strong partial clones?

**Note added in proof.** One year after this paper was written, several such examples were constructed, see [3].

**Remark 4.3.** As defined above let $\rho_{0,2} := \{(0,0), (0,1), (1,0)\}$ and let $T_{0,2} := \text{Pol} \rho_{0,2}$. Theorem 2.9 says that the interval of all partial clones that intersect $\text{Op}(2)$ in $T_{0,2}$ is of continuum cardinality over 2. More results in this direction are established in [2]. Let $(\rho_{0,2})$ be the smallest closed class of relations (see [11], Section 2.4) that contain $\rho_{0,2}$ and let $\mathcal{G}$ be the set of all undirected finite graphs without multiple edges but possibly with loops (up to an isomorphism). An appropriate closure operator is introduced on $\mathcal{G}$ in [2] such that the closed classes of graphs are in a one-to-one correspondence with the closed subclasses of $(\rho_{0,2})$ which in turn are in a one-to-one correspondence with the strong partial clones containing $T_{0,2}$. This gives a simple proof to the result established in Theorem 2.9 in the present paper. Moreover, this correspondence allows us to to give some interesting descriptions of the bottom and the top of the lattice of all strong partial clones containing the total clone $T_{0,2}$ on 2.
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**Figure 1.** Post’s lattice
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