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Efficient resolution of potentially conflicting

linear constraints in robotics
Dimitar Dimitrov, Alexander Sherikov and Pierre-Brice Wieber

Abstract—A classical approach to handling potentially con-
flicting linear equality and inequality constraints in robotics is
to impose a strict prioritization between them. Ensuring that the
satisfaction of constraints with lower priority does not impact
the satisfaction of constraints with higher priority is routinely
done by solving a hierarchical least-squares problem. Such a
task prioritization is often considered to be computationally
demanding and, as a result, it is often approximated using a
standard weighted least-squares problem. The main contribution
of this article is to address this misconception and demonstrate,
both in theory and in practice, that the hierarchical problem
can in fact be solved faster than its weighted counterpart.
The proposed approach to efficiently solving hierarchical least-
squares problems is based on a novel matrix factorization, to
be referred to as “lexicographic QR”, or ℓ-QR in short. We
present numerical results based on three representative examples
adopted from recent robotics literature which demonstrate that
complex hierarchical problems can be tackled in real-time even
with limited computational resources.

I. INTRODUCTION

In the development of control and estimation schemes, the

equation of motion of a robot [1]

H(q)q̈ + h(q, q̇) = τ + JT
c (q)f, (1)

is rarely considered on its own. The successful execution of

behaviors often relies on interactions with the environment

that are commonly modeled by imposing restrictions on the

contact forces f and/or on the generalized accelerations q̈.

For example, unilateral contact and friction limits imply a

constraint of the form

Ef ≥ 0. (2)

Moreover, the operation of robots in dynamic environments,

where humans are possibly present, requires the consideration

of safety constraints, such as

Jd(q)q̈ + J̇d(q)q̇ ≥ d̈, (3)

where Jd(q) is a configuration dependent Jacobian matrix and

d̈ is the minimal deceleration required for the closest point to

the environment to avoid collision. Explicitly accounting for

limitations

−τmax ≤ τ ≤ τmax (4)

of the motor torques τ is also often necessary to avoid

damaging them. Furthermore, additional goals (“tasks” [2])

might be considered, such as a desired dynamic behavior of

an end-effector e:

Je(q)q̈ + J̇e(q)q̇ = ëd, (5)

where ëd is a desired acceleration, corresponding for example

to an impedance control.

Such a typical problem in robotics can be formulated as the

concatenation of P systems of linear equality and inequality

constraints 




b1
...

bP






︸ ︷︷ ︸

b

≤






C1

...

CP






︸ ︷︷ ︸

C

x ≤






u1

...

uP






︸ ︷︷ ︸
u

, (6)

where Ck is the constraint matrix of the k-th system, and

bk ≤ uk are its lower and upper bounds (vector inequalities

are to be interpreted componentwise). Equality constraints can

be imposed by using bk = uk. In the above example, x =
(q̈, τ, f).

In many problems of interest, however, there might not exist

any x that satisfies all constraints due to conflicts among them.

In such cases, simply concluding that the problem of interest

is infeasible is often not acceptable, and the ability to handle

infeasibility in a meaningful way is critical. Since it is not

known in advance whether the system (6) admits a solution,

a standard approach is to consider a relaxation





b1
...

bP




 ≤






C1

...

CP




x−






v1
...

vP






︸ ︷︷ ︸
v

≤






u1

...

uP




 , (7)

potentially allowing constraint violations v1, . . . , vP . Deciding

how to minimize these violations, which kind of violation we

are ready to accept, or prefer, appears to be a very important

design choice. To this end, we can recognize that such prob-

lems usually involve groups of constraints of different nature,

bearing different meanings of different importance, e.g., phys-

ical constraints, safety constraints for the environment or the

robot, behavior related constraints, etc. We can note that it is

by observing such differences of meaning and importance that

Isaac Asimov introduced the famous three laws of robotics:

1. A robot may not injure a human being or, through

inaction, allow a human being to come to harm.

2. A robot must obey the orders given to it by human beings,

except where such orders would conflict with the 1st law.

3. A robot must protect its own existence as long as such

protection does not conflict with the 1st or 2nd law.

These laws are stated in a way that clearly imposes a strict

hierarchy of importance between different goals. In the case

of the typical problem described above, we could envision the

following strict hierarchy:

(1, 2) ≻ (3) ≻ (4) ≻ (5),
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implying that the physics (1)-(2) of the robot must naturally be

considered before anything else; then, the safety of humans (3)

is considered to be strictly more important than the safety

of the robot (4), and the realization of additional tasks (5)

may be attempted only after these safety concerns have been

taken care of. In the context of robotics, such hierarchical

approaches have been particularly popular in Cartesian motion

control schemes (task prioritization in Inverse Kinematics,

Task Function Control, Operational Space Control) [3], [4],

[2], [5], [6].

This definition of a problem with a strict hierarchy suggests

a guideline for approaching its solution. We can minimize first

the violation v1 of the physical constraints in a least-squares

sense:

minimize
x,v

‖v1‖
2

subject to b ≤ Cx− v ≤ u.

Once this has been achieved, we can minimize the violation v2
of the safety constraint, without interfering with the minimal

violation v⋆1 :

minimize
x,v

‖v2‖
2

subject to b ≤ Cx− v ≤ u,

v1 = v⋆1 .

Continuing with the violations v3, . . . , vP , a sequence of P
constrained least-squares problems is solved, where objectives

with lower priority are optimized as far as they do not interfere

with the optimization of objectives with higher priority. Using

such a sequential approach for resolving a strict hierarchy of

linear inequality constraints (7) has been suggested in [7].

This sequence of constrained least-squares problems cor-

responds in fact to a standard lexicographic multi-objective

optimization problem,

lex minimize
x,v

(

‖v1‖
2 , . . . , ‖vP ‖

2
)

subject to b ≤ Cx − v ≤ u,
(8)

the solution of which can be approached alternatively with

a dedicated multi-objective active-set scheme, minimizing

simultaneously all the violations v1, . . . , vP while preserving

their hierarchy [8]. This has several advantages, especially the

capacity to hot-start efficiently, what is often very useful in

robotics applications. Similar to the “lexicographic simplex

method” [9], this approach relies on the repeated solution of

equality-constrained lexicographic least-squares problems

lex minimize
x,r

(

‖r1‖
2 , . . . , ‖rP ‖

2
)

subject to r = Ax− y,
(9)

where 




r1
...

rP






︸ ︷︷ ︸
r

=






A1

...

AP






︸ ︷︷ ︸

A

x−






y1
...

yP






︸ ︷︷ ︸
y

are the constraints in (7) that are assumed to be active,

i.e., hold as equality constraints, and rk are residuals to

be minimized. A key to efficiently solving the inequality-

constrained problem (8) lies therefore in the capacity to solve

efficiently the equality-constrained problem (9). This will be

the focus of this paper.
Closely related to this lexicographic problem is the weighted

least-squares problem

minimize
x,r

P∑

k=1

wk ‖rk‖
2

subject to r = Ax− y,

(10)

where wk are positive scalar weights. As demonstrated in [10]

(see as well [11], p. 127), the solution of this weighted

problem, provided that it is unique, converges to the solution

of the lexicographic problem (9) in the limit
wk

wk+1
→∞ for k = 1, . . . , P − 1. (11)

As a result, this weighted problem is often used as an ap-

proximation to the lexicographic problem, even though finding

appropriate weights wk for achieving a “good” approximation

is non-trivial [12]. The reason is that, in robotics, the weighted

problem (10) is usually considered to be faster to solve than

the problem (9) with a strict hierarchy [10], [13], [14], [15].
The main contribution of this article is to address this

common misconception and demonstrate both in theory and in

practice that the problem with a strict hierarchy can actually

be solved faster than its weighted counterpart. Our analysis

is based on the behavior of the weighted problem (10) in

the limit (11), where a very particular sparse block struc-

ture is revealed. The sparsity increases with the number of

hierarchical levels, hence the algorithmic complexity of the

corresponding numerical scheme will decrease accordingly:

the more hierarchical levels, the faster the solution will be

obtained, contrary to what is usually expected in the robotics

literature. This sparse block structure will be made apparent

in a new matrix factorization, a “lexicographic QR”, or ℓ-QR,

which will be key to efficiently solving problems involving

strict hierarchies.
The rest of the article is organized as follows. In Section II,

we discuss alternative approaches for solving (9) from the

point of view of performing a particular change of basis. In

Section III, we introduce the lexicographic QR decomposition

and demonstrate how it can be used to solve the lexicographic

least-squares problems (9). Section IV presents both a theoreti-

cal argumentation and numerical verification that a hierarchical

least squares problem can be solved faster than its weighted

counterpart. Section V presents a numerical evaluation on

three typical humanoid robot control problems demonstrating

that, with the proposed numerical scheme, complex problems

can be tackled in real-time even with limited computational

resources. Section VI includes further reflections on the links

between our approach and popular approaches in robotics.

II. THE IMPACT OF NULL-SPACE BASES ON LINEAR

CONSTRAINTS RESOLUTION

A. A standard sequence of computations

Consider the objective with highest priority in (9),

minimize
x

‖A1x− y1‖
2

(12)



3

with a matrix A1 ∈ R
m1×n, and introduce a change of basis,

with an invertible matrix B1 ∈ R
n×n, such that the vector x

is partitioned as

x =
[
Y1 Z1

]

︸ ︷︷ ︸

B1

[
x1

x̄1

]

,

where the columns of Z1 ∈ R
n×(n−p1), p1 being the rank of

A1, form a basis of the null-space of A1: A1Z1 = 0. With this

change of basis, the least-squares problem (12) is reformulated

as:

minimize
x1

‖A1Y1x1 − y1‖
2
,

which depends only on x1, and has a unique solution x⋆
1 since

the matrix A1Y1 has full-column rank.

With this change of basis, we can consider the minimization

of the next objective in (9) with the remaining variables x̄1,

which have no impact on the first objective:

minimize
x̄1

‖A2Z1x̄1 +A2Y1x
⋆
1 − y2‖

2
.

The solution of this second least-squares problem can be

approached in a similar way, with a second change of basis

B2, partitioning x̄1 as

x̄1 =
[
Y2 Z2

]

︸ ︷︷ ︸

B2

[
x2

x̄2

]

,

where the columns of Z2 ∈ R
(n−p1)×(n−p1−p2), p2 being

the rank of A2Z1, form a basis of the null-space of A2Z1:

(A2Z1)Z2 = 0. By solving P least-squares problems in this

way, one for each priority level, a minimizer of the whole

lexicographic problem (9) can be obtained as

xℓ = Y1x
⋆
1 + Z1(Y2x

⋆
2 + Z2(Y3x

⋆
3 + Z3(. . . )))

=
P∑

k=1

Nk−1Ykx
⋆
k, (13)

where N0 = I , Nk = Nk−1Zk for k = 1, . . . , P . This

sequence of computations is at the heart of many classical ap-

proaches for solving constrained least-squares problems [16],

[17], the most important difference among them being the

choice of basis matrices.

Apart from constructing these bases, the main computational

steps in the above sequence are to form the products AkNk−1,

and to solve the least-squares problems:

minimize
x̄k−1

‖AkNk−1x̄k−1 − ŷk‖
2

(14)

with appropriate vectors ŷk. Note that, as a result of the matrix

products AkNk−1, the least-squares problems are reformulated

with respect to variables x̄k of decreasing dimension: this

sequence of computations can be seen as a variable reduction

scheme [18].

B. Computing solutions with minimal norm

When the lexicographic problem (9) does not have a unique

minimizer, it can be interesting in some cases to obtain the

one with minimal Euclidean norm. This can be achieved by

using orthonormal bases Bk. Since, in this case, Y T
k Yk and

ZT
k Zk are identity matrices while Y T

k Zk = 0, one can directly

conclude from (13) that (see [16], p. 190)

∥
∥xℓ

∥
∥
2
=

P∑

k=1

‖x⋆
k‖

2 .

This way, computing solutions x⋆
k with minimal norm, leads to

a minimizer xℓ with minimal norm. This is one of the predom-

inant methods used in robotics. For example, the approaches

proposed in [8], [19] form orthonormal bases Bk using a QR

decomposition of (AkNk−1)
T . The main drawback of this

approach is the fact that orthonormal bases are generally dense

(and typically stored in factored form [16], [8]), and as a result,

the matrix products AkNk−1 end up being relatively expensive

to compute.

An alternative approach is to include a final objective in the

hierarchy:

minimize ‖x‖
2
.

This way, the desired minimizer is uniquely defined, and

obtained independently from the choice of bases Bk. As we

will demonstrate in the sequel, being able to choose com-

putationally attractive bases, which need not be orthonormal,

leads to a much more efficient computation scheme. The same

applies to cases where it is desirable to minimize a general

ellipsoidal norm

‖x‖
2
M = xTMx =

∥
∥
∥M

1

2x
∥
∥
∥

2

,

with a positive-definite symmetric matrix M , as proposed

in [3], [20]: it is generally much more efficient to include

explicitly a final objective

minimize
∥
∥
∥M

1

2x
∥
∥
∥

2

,

and use computationally efficient bases Bk, instead of main-

taining a minimal ellipsoidal norm at each stage of the solution

process, as often proposed in the robotics literature [21], [22],

[23], [24]. Furthermore, observe that if the original problem

actually has a unique solution, then any choice of bases Bk

would lead to the same, unique xℓ, and thus computationally

efficient bases should be preferred. A similar observation, in

a slightly different context, can be found in [25].

C. Performing variable elimination

Computationally attractive bases Bk should be easy to

construct, should lead to efficient variable reduction since

this involves matrix products that can be potentially very

expensive to compute, and should contribute to efficiently

solving the least-squares problems (14). Bases that satisfy all

these requirements are presented next.
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The most standard approach, both efficient and reliable,

to solving (possibly rank-deficient) least-squares problems is

based on the QR decomposition of the matrix AkNk−1:

[

Q
′

k Q
′′

k

]

︸ ︷︷ ︸

Qk

[
Rk Sk

0 0

]

ΠT
k = AkNk−1, (15)

with an orthogonal matrix Qk, an upper-triangular invertible

matrix Rk, and a permutation matrix Πk [26]. Let us consider

then a change of basis

x̄k−1 =
[
Yk Zk

]

︸ ︷︷ ︸

Bk

[
xk

x̄k

]

with

Yk = Πk

[
R−1

k

0

]

, Zk = Πk

[
−R−1

k Sk

I

]

.

Since the matrix Rk is upper-triangular, this change of basis

can be obtained with a simple backward substitution. This

change of basis can be rewritten as

x̄k−1 = Πk

[
R−1

k (xk − Skx̄k)
x̄k

]

, (16)

where the vector x̄k appears to be a simple selection of

some components of the vector x̄k−1 through the permutation

matrix Πk. For this reason, this variable reduction scheme

is commonly referred to as variable elimination [16]. More

importantly, due to this structure, the matrix products AkNk−1

can be performed very efficiently, what appears to be one of

the keys for efficiently solving the lexicographic problem (9).

Since the orthonormal transformation QT
k preserves the

Euclidean norm, using (15)-(16), we have

‖AkNk−1x̄k−1 − ŷk‖
2
=

∥
∥
∥
∥
∥

[
xk

0

]

−

[

Q
′T
k

Q
′′T
k

]

ŷk

∥
∥
∥
∥
∥

2

.

Hence, the minimum of the least-squares problem (14) is

reached for x⋆
k = Q

′T
k ŷk. The corresponding solution Ykx

⋆
k

does not have a minimal norm. It is generally called a basic

solution, since due to the structure of the matrix Yk, it appears

to have exactly pk non-zero elements, pk being the rank

of the matrix AkNk−1. This can present advantages beyond

its efficient computation, for example when using a limited

number of joint velocities, contact forces, control torques, etc.

is desirable. Note furthermore that with an appropriate column

permutation strategy (see Section III-C), specific variables can

be dedicated to the satisfaction of specific objectives, what can

be desirable in some situations.

III. THE LEXICOGRAPHIC QR DECOMPOSITION

Here, we introduce a factorization of the matrix A that is

used to address the solution of the lexicographic problem (9).

Since this factorization shares some important structural prop-

erties with standard QR decompositions, but reflects the lex-

icographic structure of the problem, we propose to call it

“lexicographic QR” decomposition (or ℓ-QR in short):

[

Q
′

ℓ Q
′′

ℓ

]

︸ ︷︷ ︸

Qℓ

[
Rℓ Tℓ

0 0

]

ΠT = A, (17)

where Π ∈ R
n×n is a permutation matrix, Qℓ ∈ R

m×m is

given by

Q
′

ℓ =








Q
′

1

L21 Q
′

2
...

...
. . .

LP1 LP2 . . . Q
′

P







∈ R

m×p,

Q
′′

ℓ = diag(Q
′′

1 , . . . , Q
′′

P ) ∈ R
m×(m−p),

with orthogonal matrices Qk =
[

Q
′

k Q
′′

k

]
∈ R

mk×mk .

Rℓ ∈ R
p×p is an upper-triangular invertible matrix while

Tℓ ∈ R
p×(n−p) is (in general) dense. The following sub-

structure will be considered:

Rℓ =











R1 R2
1 R3

1 . . . RP
1

R2 R3
2 . . . RP

2

. . .
...

. . .
...

RP











, Tℓ =











T1

T2

...

...

TP











,

Sk =
[
Rk+1

k . . . RP
k Tk

]
for k = 1, . . . , P −1 and SP =

TP .

A. Constructing the ℓ-QR decomposition

By computing a rank-revealing QR decomposition of the

matrix A1,

[

Q
′

1 Q
′′

1

]

︸ ︷︷ ︸

Q1

[
R1 S1

0 0

]

ΠT
1 = A1,

we directly obtain the first row of the decomposition, identi-

fying p1 = rank(A1) at the same time. Since the orthonormal

transformation QT
1 preserves the Euclidean norm, we obtain

‖r1‖
2
= ‖A1x− y1‖

2

=

∥
∥
∥
∥
∥

[
R1 S1

0 0

]

ΠT
1 x−

[

Q
′T
1

Q
′′T
1

]

y1

∥
∥
∥
∥
∥

2

.

Hence, the minimal norm of the residual r1 is reached for any

x such that
[
R1 S1

]
ΠT

1 x = Q
′T
1 y1 = x⋆

1 ∈ R
p1 ,

with solutions that can be put in the form

x = Π1

[
R−1

1

0

]

︸ ︷︷ ︸

Y1

x⋆
1 +Π1

[
−R−1

1 S1

I

]

︸ ︷︷ ︸

Z1

x̄1, (18)

where Y1x
⋆
1 is a basic solution, having exactly p1 non-zero

elements that have been selected to ensure a minimal norm

of the residual r1. The remaining n − p1 elements can be

chosen freely with x̄1 ∈ R
n−p1 . The columns of the matrix

Z1 ∈ R
n×(n−p1) form a basis for the null-space of A1.

Considering solutions of the form (18) for the second

hierarchical level, leads to a residual of the form

r2 = A2

[
Y1 Z1

]
[
x⋆
1

x̄1

]

− y2,
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where only n − p1 elements of the vector x remain to be

chosen, through x̄1. We can proceed as before and consider a

rank-revealing QR decomposition

[

Q
′

2 Q
′′

2

]

︸ ︷︷ ︸

Q2

[
R2 S2

0 0

]

ΠT
2 = A2Z1

from which p2 = rank(A2Z1) is identified. Combining the

permutation matrices,

Π̃2 = Π1

[
I 0
0 Π2

]

∈ R
n×n,

and inserting p1 columns of zeros at the beginning, we obtain

Q2

[
0 R2 S2

0 0 0

]

Π̃T
2 = A2

[
0 Z1

]
ΠT

1 ,

= A2Π1

(

I −

[
R−1

1

0

]
[
R1 S1

]
)

ΠT
1 ,

= A2 −A2Y1

[
R1 S1

]
ΠT

1 .

With L21 = A2Y1, we obtain the second row of the decom-

position (17).

Since the orthonormal transformation QT
2 preserves the

Euclidean norm, we obtain

‖r2‖
2
= ‖A2Z1x̄1 − (y2 −A2Y1x

⋆
1)‖

2

=

∥
∥
∥
∥
∥

[
0 R2 S2

0 0 0

]

Π̃T
2 x−

[

Q
′T
2

Q
′′T
2

]

(y2 − L21x
⋆
1)

∥
∥
∥
∥
∥

2

.

Hence, the minimal norm of the residual r2 is reached for any

x such that

[
0 R2 S2

]
Π̃T

2 x = Q
′T
2 (y2 − L21x

⋆
1) = x⋆

2,

with solutions that can be put in the form

x = Y1x
⋆
1 + Z1Π2

[
R−1

2

0

]

︸ ︷︷ ︸

Y2

x⋆
2 + Z1 Π2

[
−R−1

2 S2

I

]

︸ ︷︷ ︸

Z2

x̄2,

where p2 elements of the vector x have been selected to ensure

a minimal norm of the residual r2, while n−p1−p2 elements

remain to be chosen through x̄2 ∈ R
n−p1−p2 .

Continuing this sequence of rank-revealing QR decompo-

sitions and variable eliminations, we can conclude that the

minimal norm of the residual rk for all k = 1, . . . , P is

reached for any x such that

[
0 Rk Sk

]
Π̃T

k x = Q
′T
k



yk −
k−1∑

j=1

Lkjx
⋆
j



 = x⋆
k, (19)

where Lkj = AkNjYj , and the whole lexicographic QR

decomposition is eventually obtained, as formalized in Algo-

rithm 1.

B. Solving problem (9) using the decomposition (17)

Let us introduce two vectors x⋆ = (x⋆
1, . . . , x

⋆
P ) ∈ R

p and

ρ⋆ = (ρ⋆1, . . . , ρ
⋆
P ) ∈ R

m−p where

[

x⋆
k

ρ⋆k

]

=

[

Q
′T
k

Q
′′T
k

]

yk −

k−1∑

j=1

Lkjx
⋆
j



 . (20)

One can easily verify that

Qℓ

[
x⋆

ρ⋆

]

= y. (21)

Obtaining x⋆ and ρ⋆ from (20) appears to be an efficient

way of solving (21) with a form of (block-wise) forward

substitution, adapted to the specific structure of the matrix

Qℓ. Note that by factorizing an extended matrix
[
A y

]
, one

obtains directly (x⋆, ρ⋆) in the last column.

Combining the equations (19) for all k = 1, . . . , P we

can conclude that the lexicographically minimal norm of the

residual rℓ is reached for any x such that

[
Rℓ Tℓ

]
ΠTx = x⋆,

with solutions that can be put in the form

xℓ = Π

[
R−1

ℓ

0

]

︸ ︷︷ ︸

Yℓ

x⋆ +Π

[
−R−1

ℓ Tℓ

I

]

︸ ︷︷ ︸

Zℓ

x̄

for some x̄ ∈ R
n−p. When p = n, there is a unique solution.

When p < n, a basic solution is obtained, having exactly p
non-zero components, by choosing x̄ = 0. It can be directly

expressed as

xℓ = Π

[
R−1

ℓ 0
0 0

]

Q−1
ℓ

︸ ︷︷ ︸

Aℓ

y (22)

where it is easy to verify that the matrix Aℓ ∈ R
n×m is a gen-

eralized inverse1 of A, while the columns of Zℓ ∈ R
n×(n−p)

form a basis for its null-space.

Note that the matrix Rℓ is upper-triangular, so once the

decomposition (17) is available, the solution xℓ can be ob-

tained very efficiently with a (block-wise) forward substitution

in (20), followed by a backward substitution in (22).

Finally, the (unique) lexicographically minimal residual is

simply given by

rℓ = Axℓ − y =
(
AAℓ − I

)
y = Qℓ

([
I 0
0 0

]

− I

)

Q−1
ℓ y

=
[

Q
′

ℓ Q
′′

ℓ

]
[
0 0
0 −I

] [
x⋆

ρ⋆

]

= −Q
′′

ℓ ρ
⋆.

The algorithm that we have just described appears to be a gen-

eralization of the method of direct elimination commonly used

for solving equality-constrained least-squares problems [16],

[17].

1More precisely, AAℓA = A, AℓAAℓ = Aℓ, (AAℓ)T = AAℓ [11].
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C. Implementation

Algorithm 1 presents an approach for constructing the

lexicographic QR decomposition of A “in place”, that is, A

is overwritten by its factors Qℓ, Rℓ, Tℓ. A
(k)
j will be used to

denote the last n−
∑k−1

i=1 pi columns of Aj . Let us partition

it as

A
(k)
j =

[

Ā
(k)
j

¯̄A
(k)
j

]

,

where Ā
(k)
j ∈ R

mk×pk .

Algorithm 1: Lexicographic QR decomposition

Data: A = (A1, . . . , AP )
Result: {Qℓ, Rℓ, Tℓ, Π}
⊲ initialize Π ← I
for k = 1 to P do

Rank-revealing QR decomposition

⊲ form the QR decomposition of A
(k)
k “in place”

A
(k)
k = Qk

[
Rk Sk

0 0

]

ΠT
k ,

that is, A
(k)
k ←

[
Rk Sk

0 0

]

, while Qk is stored

below Rk (as pk Householder transformations)

⊲ pk ← rank of Rk

⊲ permute columns






A
(k)
k+1
...

A
(k)
P






←







A
(k)
k+1
...

A
(k)
P






Πk

⊲ accumulate permutations Π ← Πdiag(I,Πk)

Variable elimination

⊲ form the Schur-complement (in two steps)






Ā
(k)
k+1
...

Ā
(k)
P






←







Ā
(k)
k+1
...

Ā
(k)
P






R−1

k , (23)







¯̄A
(k)
k+1
...

¯̄A
(k)
P






←







¯̄A
(k)
k+1
...

¯̄A
(k)
P






−







Ā
(k)
k+1
...

Ā
(k)
P






Tk. (24)

⊲ A has been overwritten with the factorization (17).

The use of column permutations in Algorithm 1 makes the

QR decomposition at the k-th stage rank-revealing, that is,

pk is identified. Loosely speaking, pk is the smallest number

of variables that have to be dedicated to the k-th hierarchical

level, so that obtaining a minimal ‖rk‖
2

is guaranteed for

any yk. Apart form identifying pk, column permutations are

T1

T2

T3

R1

R2

R3

R2
1 R3

1

R3
2

H1

H2

H3

L21

L31 L32

≈ 0

≈ 0

Fig. 1. Storage of the lexicographic QR decomposition (for P = 3
hierarchical levels).

performed with the aim of constructing a factorization in

which the matrices Rk are as well conditioned as possible. Or

in other words, finding the pk variables “best suited” to the k-

th hierarchical level. The reason is that the use of R−1
k during

the elimination step could lead to inaccurate results if Rk is

ill-conditioned. We rely on a classical pivoting strategy, where

the column of A
(k)
k with largest Euclidean norm is selected to

choose a pivot from [16], p. 103.

Figure 1 depicts an example with three hierarchical levels,

where m1 < p1, m2 = p2, m3 < p3. That is, A1 is

singular, A2 is full row rank (and shares no linearly dependent

equations with A1), while A3 is either singular or shares

linearly dependent equations with A1 and/or A2. Note that

p < n, i.e., infinitely many solutions exist. Hk stores (the

vector part of) the pk Householder transformations applied

during the QR decomposition at stage k.

IV. THE LEXICOGRAPHIC PROBLEM IS FASTER TO SOLVE

THAN THE WEIGHTED PROBLEM

In robotics (as well as in other engineering fields), the

lexicographic least-squares problem (9) has always been con-

sidered as expensive to solve [15]. As a result, it is not

uncommon [10], [13], [14] to approximate it with the weighted

problem (10), which can be reformulated as:

minimize
x

‖Ax− y‖2W = (Ax− y)TW (Ax − y) (25)

with W = diag(w1Im1
, . . . , wP ImP

) ∈ R
m×m, m =

∑P
k=1 mk. Here, we demonstrate both in theory and in practice

that this weighted problem is in fact more expensive to solve

than the lexicographic problem (9).

A. Structure of W -invariant matrices in the limit (11)

The most common approach to solving the least-squares

problem (25) relies on computing a rank-revealing QR de-

composition [26]. As shown in [27], [28], the analysis of this
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decomposition in the limit (11) simplifies by considering more

precisely a weighted QR decomposition

[

Q
′

w Q
′′

w

]

︸ ︷︷ ︸

Qw

[
Rw Tw

0 0

]

ΠT = A, (26)

where Qw (and Q−1
w ) is an orthogonal matrix with respect to

the weighted norm, and hence preserves it:

‖Ax− y‖
2
W =

∥
∥Q−1

w (Ax− y)
∥
∥
2

W
.

Such matrices can be recognized to be “W -invariant”, i.e.,

invertible and satisfying QT
wWQw = W and, as shown in [27],

they exhibit a very particular sparse block structure in the

limit (11). In fact, by using the technique presented in [29], it

is easy (even though a bit tedious) to demonstrate that in the

limit (11),

Q
′

w → Q
′

ℓ,
[
Rw Tw

]
→

[
Rℓ Tℓ

]
. (27)

All known approaches to construct QR decompositions [28],

[30] are based on the combination of W -invariant matrices Gi,

chosen such that the product

G−1
k . . . G−1

1
︸ ︷︷ ︸

Q
−1

w

A =

[
Rw Tw

0 0

]

ΠT ,

leads to an upper triangular, invertible matrix Rw. The sparse

block structure of these matrices in the limit (11) can be

leveraged to significantly reduce the computation time of this

product, which is the most expensive operation in constructing

QR decompositions. Algorithm 1 is nothing but a specific

implementation of this approach. A flops-count comparison

can be found in [31].

In summary, in the limit (11), the weighted QR decom-

position (26) converges to the lexicographic QR decompo-

sition (17) (in the sense of (27)), while the solution of

the weighted problem (10) converges to the solution of the

lexicographic problem (9) (provided that it is unique). More

importantly, the weighted norm becomes singular, and as

a result, the W -invariant matrices involved in computing

the QR decompositions and solving the corresponding least-

squares problems develop a sparse block structure, which can

be leveraged to significantly reduce computation time. The

lexicographic problem, with a strict hierarchy, ends up being

significantly faster to solve than the weighted problem.

Let us illustrate these observations on a simple 1D example:

minimize
x

∥
∥
∥
∥

[
a1
a2

]

x−

[
y1
y2

]∥
∥
∥
∥

2

W

with a1, a2 6= 0 and W = diag(w1, w2) positive-definite. The

corresponding weighted QR decomposition is given by

Qw =
1

σ

[
a1 −w2

w1

a2
a2 a1

]

, Rw =

[
σ
0

]

, (28)

with σ =
√

a21 +
w2

w1

a22. In the limit w1

w2

→∞,

Qw → Qℓ =

[
1 0
a2

a1

1

]

.

We can observe in this specific example that in the limit, the

weighted QR decomposition (28) becomes an LU decomposi-

tion [32], a form of Gaussian elimination which is generally

considered to be the fastest way to solve a system of linear

equations (in the non-singular case) [17], [26], significantly

faster than with a QR decomposition.

Note finally that the solution of the lexicographic problem

can be obtained not only more efficiently but also more reliably

than the solution of the weighted problem since large gaps

between the weights may lead to numerical problems [33].

Remark 1: The weighted QR decomposition (26) can also be

obtained from a standard QR decomposition of the weighted

matrix A:

[

Q
′

Q
′′
]
[
R T
0 0

]

ΠT = W
1

2A.

We simply have

Q
′

w = W−
1

2Q
′

W
1

2

p ,
[
Rw Tw

]
= W

−
1

2

p

[
R T

]
,

where Wp = diag(w1Ip1
, . . . , wP IpP

) ∈ R
p×p.

B. Numerical validation

Here, we present numerical results on randomly gener-

ated problems, verifying in practice that the lexicographic

problem (9) can be solved faster than the weighted prob-

lem (10). All tests are performed on an Intel Core 2 Duo CPU

(2.26 GHz, P8400), similar to the CPU embedded on HRP-2

robots [34] (using g++ 4.6.3 with -O3 optimization under

UBUNTU [35]). This is a slow CPU by current standards, as

more recent mobile Intel CPUs are typically 3 times faster.

This choice is intended to show that large problems can be

solved very efficiently even with limited CPU resources. Our

C++ implementation is based on Eigen [36], and in the com-

parisons we use Eigen’s QR (ColPivHouseholderQR) and

LU (PartialPivLU) decompositions with partial pivoting.

First, we compare the computation time needed to solve

the lexicographic problem (9) and the weighted problem (10)

when A is a full-rank rectangular matrix. Figure 2 depicts

a case with n = 128 and varying m. When m ≤ n, a

basic solution is computed. In the weighted case, the al-

gorithmic complexity of computing a QR decomposition is

approximately O(mn2) [26]. The computation time appears

on this figure to grow linearly with m, as expected. In the

lexicographic case, with hierarchical levels of constant size

(m1 = · · · = mP ∈ {2, 4, 8, 16}), Algorithm 1 can be seen to

be up to three times faster, while on problems of bigger sizes

we have observed even bigger ratios. The reason for having

less efficient computations when m1 = · · · = mP = 2 is due

to blocking effects and will be discussed towards the end of

this section.

In case the matrix A is square (m = n), if we know

in advance that it is not singular (no conflicts among its

equations), it has a unique solution, which can be obtained

using an LU decomposition with partial pivoting (a form of

Gaussian elimination). This is generally considered as the

fastest way to solve a square and non-singular system of

linear equations. We can observe on Fig. 2 that computing this
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16 32 48 64 80 96 112 128 144 160 176 192 208 224 240 256

1

2

3

 

 
LU
QR
ℓ - QR

m

2

(4, 8, 16
)

Fig. 2. Computation time in ms with n = 128 variables. For ℓ-QR,
m1 = · · · = mP ∈ {2, 4, 8, 16} and P is increasing with the total
number of constraints m. The red dot indicates the computation time when
LU decomposition is used (which is possible only for n = m = 128).

solution through the lexicographic problem (9), not relying

on the system being non singular, is nearly as fast. This

demonstrates that computing lexicographic solutions with the

method proposed in this paper is very efficient, and that there

is not much room for speed improvement. We can observe in

Fig 3 that this very good performance is obtained consistently

for all problem sizes, and that even with this slow CPU,

problems having as many as 150 variables and constraints can

be solved in under 1 ms.

Let us focus on the case m = n = 128 as a typical

example, when A is square and non-singular (no conflicts

among its equations): there is a unique solution, regardless of

the presence or absence of hierarchy levels. We can analyze

therefore more precisely the impact that introducing hierarchy

levels can have on computation time. Let us vary the number of

hierarchy levels P and adapt the size of the levels accordingly:

m1 = · · · = mP = m/P . When P = 1, there is no real hier-

archy, and the lexicographic QR decomposition is identical to

a standard QR decomposition. We can see in Fig. 4 that in this

case, the computation time of the standard and lexicographic

QR decompositions are comparable, as expected. When the

least-squares problem is split into more and more hierarchy

levels, computation time decreases, approaching that of LU

decomposition, which is the fastest method applicable to the

square and non-singular case.

For larger problems, e.g., n = 256, we have observed that

the lexicographic QR decomposition is as fast to compute as

an LU decomposition when the size of the hierarchy levels is

between 4 and 32, but slightly degrades for smaller hierarchy

levels because of an incomplete implementation of blocking

methods. Note that blocking is a well-known optimization

technique for improving the use of memory structures. Instead

of operating on a row or column of an array, blocked imple-

mentations operate on sub-matrices (or blocks) so that faster

16 32 48 64 80 96 112 128 144 160 176 192 208 224 240 256

1

2

3

4

5

 

 
LU
QR
ℓ - QR

m

2

(4
, 8
, 1
6)

Fig. 3. Computation time in ms with n = m. For ℓ-QR, m1 = · · · = mP ∈
{2, 4, 8, 16} and P is increasing with m.

1 8 16 32 64 128

0.5

1

1.5

 

 

LU
QR
ℓ - QR

mk = m
P

Fig. 4. Computation time in ms with n = m = 128. For ℓ-QR, P =
〈27, . . . , 20〉, m1 = · · · = mP .

computations are achieved [37]. The effects of blocking are

sensitive to the size of the blocks as well as to the stride of data

accesses. That is why different performance may be observed

for different matrix and block sizes. In our implementation of

Algorithm 1 we leverage blocking only during the elimination

steps (which is greatly facilitated by our choice of null-space

basis Zk).

The preceding discussion suggests that if a set of equations,

such as the equation of motion of a robot (1), is known in

advance to be non-singular (no conflicts among its equations),

introducing an artificial hierarchy to limit each hierarchy

levels to sizes between 4 and 32 can lead to a significant

improvement in computation time.

Here, we have demonstrated experimentally that the lexi-

cographic problem (9) can be solved significantly faster than



9

−1

−0.5

0

0.5

1

1.5

−1.5

−1

−0.5

0

0.5

1
0

0.5

1

1.5

x

x
y

y

z

(a)

−1

−0.5

0

0.5

1

1.5

−1.5

−1

−0.5

0

0.5

1
0

0.5

1

1.5

x

x
y

y

z

(b)

Fig. 5. Snapshots from the simulation with hierarchy A. The polygons Pb and P̌b are depicted in red and blue, respectively. The target object is represented
as a red dot, while the profile of cx,y is depicted in black on the x− y plane.

the weighted problem (10), on the contrary to what is usually

considered in robotics. We have even reached the unexpected

conclusion that introducing hierarchy levels can be a valid

approach to significantly reduce computation time.

Note that in all cases discussed so far, no singularities were

present. In general, having linearly dependent equations in the

hierarchy leads to even slightly faster computation.

Remark 2: During the “QR step” at the k-th stage of

Algorithm 1, pk variables are dedicated to the minimization

of the k-th objective. In our implementation, these variables

are directly eliminated from all remaining levels k+1, . . . , P .

This might not be the most efficient strategy in general. For

example, when pk is small, e.g., pk = 2, during the elimi-

nation step the peak CPU performance might not be reached.

This could be addressed by performing delayed elimination,

that is, the pk variables could be eliminated only from the

k + 1-st hierarchical level, and after the “QR step” at stage

k + 1, the pk + pk+1 variables could be eliminated from

the remaining hierarchical levels jointly (or again a delayed

elimination could be performed if pk + pk+1 is considered to

be small). This strategy resembles the Crout’s method for LU

decomposition [17].

V. TYPICAL ROBOTICS APPLICATIONS

Here, we include three representative examples adopted

from the recent robotics literature, with minor modifications.

Our aim is to illustrate the key ideas presented in this article.

Some details related to the examples are omitted as they can

be found int the original references. In all tests we utilize the

model of the HRP-2 humanoid robot [34], with 36 DoF, 6

of which are not actuated. In order to emphasize this, it is

common to partition the Lagrangian dynamics of the robot as
[
H1

H2

]

q̈ +

[
h1

h2

]

=

[
τ
0

]

+

[
Jc1
Jc2

]T

f, (29)

where the bottom 6 equations (H2 ∈ R
6×36) can be interpreted

as the Newton-Euler equations for the system as a whole [38],

[39]. A 200 Hz control sampling rate is used in all examples.

All computations are performed on the same (slow) CPU as

in the previous Section.

A. Velocity based control

Our first example is adopted from [8]. The robot is com-

manded to grasp a point object with its right hand while the

feet are constrained to remain in contact with the flat ground.

Naturally, the robot should respect joint position and velocity

limits as well as preserve its balance. Balance preservation

is modeled by restricting cx,y + γċx,y to remain inside a

properly chosen support polygon Pb, where cx,y are the x
and y coordinates of the Center of Mass (CoM) of the robot,

and γ is a time constant that can be tuned by the user

(following for example a capturability-based analysis [40]).

In order to improve robustness to modeling uncertainties, it

is advantageous to consider a more restrictive polygon P̌b if

possible. In addition, it is desirable to keep the target object as

much as possible within the field-of-view of the robot (defined

as a cone emanating from a given reference point on the head).

Finally, it can be interesting to minimize joint speed. The

following hierarchy is defined accordingly in [8]:

Hierarchy A

1) 30 joint limits:
¯
q̇ ≤ q̇ ≤ ¯̇q,

2) 12 equality constraints for feet contact: Jcq̇ = 0,

3) 2 inequality constraints for balance:

cx,y + γċx,y ∈ Pb, (30)

4) 3 equality constraints for the hand task, tracking the

target object,

5) 1 inequality constraint for the field-of-view task,

6) 2 inequality constraints for improved balance robust-

ness:

cx,y + γċx,y ∈ P̌b, (31)
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Fig. 6. Number of active constraints (ordinates) per hierarchical level at the
solution of each problem in the simulation with hierarchy A. The topmost and
lowermost subplots correspond to the levels with highest and lowest priority,
respectively.

7) 36 optional equality constraints to drive joint speed to

zero, either through q̇ = 0 or H
1

2 q̇ = 0.

All constraints are stated in terms of the robot velocity

q̇ ∈ R
36, which is the decision variable in this problem. The

first, third, fifth and sixth hierarchical levels involve inequality

constraints. Note that each double-sided inequality is counted

as one constraint only. For example, since Pb is a rectangular

polygon, the constraint (30) can be defined as two double-

bounded inequalities.

The target object moves to several locations, according to a

known pattern. It starts in front of the robot, at a position that

can be reached easily using the right hand. Next, it moves to

the left of the robot (Fig. 5 (a)), where it cannot be grasped

without violating the constraint (31). Note that the hand task

has higher priority than constraint (31). The final position of

the target object is depicted in Fig. 5 (b). It is unreachable

without violating the constraints involved in both levels five

and six. More details can be found in [8].

In order to solve this inequality-constrained hierarchy, we

adopt the multi-objective active set method proposed in [8],

which relies on the repeated solution of equality-constrained

problems (9). This method requires computing Lagrange mul-

tipliers corresponding to all P objectives with respect to all

m constraints. These can be obtained efficiently with the

proposed ℓ-QR decomposition, as shown in the Appendix.

Statistics regarding this algorithm can be found in Fig. 7. Note

that only one equality-constrained problem needs to be solved

90 % of the time, while no more than 6 need to be solved

99 % of the time. We have observed that limiting the number

of iterations of this algorithm to 6 has a negligible effect on

this simulation.

In order to directly measure the influence of the choice of

bases Bk (following the discussion in Section II), we extract

a sequence of representative equality-constrained hierarchi-

1 5 10 15 20 24
90

91

92

93

94

95

96

97

98

99

100

number of iterations

Fig. 7. Percentage of sampling periods where hierarchy A is solved within
a given number of iterations. The number of iterations can be limited to 6
without influencing the motion of the robot in a noticeable way.
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Fig. 8. Evolution of the position of the CoM cx (top) and cy (bottom) when
using hierarchy A and computing solutions with minimal Euclidean norm
(solid black) or with minimal kinetic energy (dashed black). The polygons
Pb and P̌b are depicted in red and blue, respectively.

cal problems on which the proposed ℓ-QR decomposition

will be compared with the Hierarchical Complete Orthogonal

Decomposition (HCOD) introduced in [8], which involves

orthonormal bases and can be considered as a state-of-the-art

tool in robotics for solving hierarchical problems. The number

of active constraints at the solution for each hierarchical

level and at each sampling time is shown in Fig. 6. We use

these equality-constrained problems to perform the desired

comparison.

Computation time will be measured in three cases. In the

first case, the Euclidean norm ‖q̇‖2 of joint speed is minimized

through a final objective q̇ = 0. In the second case, the

kinetic energy 1
2 q̇

THq̇ of the robot is minimized instead,
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Fig. 9. Computation time in µs for equality-constrained hierarchical problems extracted from hierarchy A. Figure (a) depicts a comparison between HOCD
(red) and ℓ-QR (black) when computing solutions with minimal Euclidean norm. The time to compute a basic solution using ℓ-QR is depicted in blue.
Figure (b) depicts a comparison between HOCD (red) and ℓ-QR (black) when computing solutions minimizing the kinetic energy 1

2
q̇THq̇. Exploiting the

structure of simple bounds with the ℓ-QR decomposition for the same problem leads to a decrease in computation time up to three times (depicted in green).
The time to solve a weighted least-squares problem with the same constraints (by using a QR decomposition) is depicted in cyan.

through a final objective H
1

2 q̇ = 0. We can see in Fig. 8

that this naturally leads to less abrupt motion of the CoM,

since the motion of heavy parts of the robot is reduced (energy

consumption is reduced by 30 % as a result). In the third case,

the norm of the solution is not minimized, and a basic solution

is considered.

We can see in Fig. 9 (a) that the fastest option by far (in

blue) is to compute a basic solution with the proposed ℓ-
QR decomposition. Minimizing the Euclidean norm with the

same decomposition requires significantly more computations

(in black), but still consistently less than with the HCOD

(in red), even though the HCOD provides a solution with

minimal Euclidean norm by construction and objective 7 can

be omitted. We can see in Fig. 9 (b) that minimizing the kinetic

energy instead of the Euclidean norm leads to a large increase

(up to 300 %) when using the HCOD (in red), since in this

case, objective 7 has to be included, to minimize explicitly
1
2 q̇

THq̇. In contrast, the increase in computation time is small

(10 %) with the proposed ℓ-QR decomposition (in black).

Approaching this hierarchy of equality constraints as a single

weighted least-squares problem, solved with Eigen’s QR de-

composition ColPivHouseholderQR, leads to consistently

slower computations (in cyan), in accordance with the results

from the previous Section. Finally, note that joint limits (at the

first level of the hierarchy) can be treated explicitly as simple

bounds: when active, the corresponding variables can be elim-

inated without the need to perform a QR decomposition. As a

result, computation time with the proposed decomposition can

decrease up to three times (in green). In this case, computation

time appears to be consistently 7 to 8 times faster than with

the HCOD.

As discussed in Section II, using orthonormal bases nat-

urally leads to computing solutions with minimal Euclidean

norm, without having to introduce a final objective such

as objective 7 in Hierarchy A. When the Euclidean norm

does not need to be minimized, we clearly observe in the

previous results that this introduces very expensive (unnec-

essary) computations. But even when looking for a solution

with minimal Euclidean norm, we have seen that the HCOD,

using orthonormal bases, is outperformed by the approach we

propose. In this regard, solution strategies relying on bases

Bk that implicitly minimize a particular norm, with the aim

of reducing the number of hierarchical levels, appear to have

limited applications.

B. Acceleration based control

Our second example is adopted from [41]. The robot per-

forms stepping motions in place using the following hierarchy:

Hierarchy B

1) 30 joint torque limits:

−τmax ≤ H1q̈ + h1 − JT
c1
f ≤ τmax ,

6 equations of motion (Newton-Euler):

H2q̈ + h2 = JT
c2
f, (32)

2) 6nc equality constraints for feet contact:

Jcq̈ + J̇cq̇ = 0, (33)

4nc bounds on CoP positions,

6nc bounds on friction forces,

30 joint limits,

3) 3 equality constraints for the CoM task,

3 equality constraints for the body orientation task,

6(2− nc) equality constraints for the swing-foot task,
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Fig. 10. Percentage of sampling periods where hierarchy B is solved within a
given number of iterations and corresponding computation time. The number
of iterations can be limited to 2 without influencing the motion of the robot
in a noticeable way.

4) 30 equality constraints to maintain a reference posture,

5) 6nc equality constraints to minimize contact forces:

f = 0.

Note that the joint torques τ are eliminated beforehand,

hence the decision variables of the above hierarchy are only

(q̈, f) ∈ R
36+6nc . The number of feet contacting the flat

ground is nc ∈ {1, 2}. For more information about the Center

of Pressure (CoP) condition, see [38]. There are several small

differences between this hierarchy and the setting in [41].

First, we found it useful to impose in addition a bound on

torsional friction ([1], Section 5.5) at the second hierarchical

level. Second, the control of the trunk orientation is moved

from level four to level three. Finally, the number of decision

variables is slightly larger in our case since we use the model

of a different robot. However, the examples are very similar

overall.

Statistics on the number of iterations of the active-set

method, and corresponding computation times using the pro-

posed ℓ-QR decomposition, can be found in Fig. 10. We can

observe that the active-set method requires very rarely more

than one iteration when hot-start is used. Limiting the number

of allowed iterations to 2 has a negligible effect, and in this

case computation time is always lower than 330 µs on our slow

CPU. In comparison, the computation time reported in [41]

on a much more powerful CPU, and with a slightly smaller

problem, is more than 2 ms. The proposed approach appears

therefore to be very competitive.

C. Acceleration based control with MPC

Our third example is adopted from [42]. While instanta-

neous control at velocity and acceleration levels has been very

popular in robotics, it is usually applied for the purpose of

tracking a given reference trajectory. In many applications
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Fig. 11. A snapshot from the simulation with hierarchy C. The target object
is represented as a red dot, while the profile of the CoP is depicted in green.
The red rectangle and the red dashed rectangles represent the current and
future footsteps, respectively.

(e.g., humanoid walking) such reference trajectory is often

generated using Model Predictive Control (MPC) based on

linear models [43], [44] and does not account for limitations

inherent to the real robotic system. As a result of such

separation between trajectory generation and tracking, the

achieved performance might not be satisfactory. An approach

that alleviates this is proposed in [42]. The main idea is to

couple an acceleration based controller (similar to the one

discussed in Section V-B) with a preview controller for a point

mass (cmpc) approximating the evolution of the CoM using a

linear model. Such a combined formulation generates walking

motions that take into account limitations due to the system

dynamics and objectives/constraints related to high-level tasks,

while leveraging one of the most appealing properties of

MPC based schemes, namely robustness to perturbations. The

following hierarchy is defined in [42]:

Hierarchy C

1) 30 joint acceleration limits:
¯
q̈ ≤ q̈ ≤ ¯̈q,

2nr bounds on previewed footsteps,

2np bounds on previewed CoP positions,

4nc bounds on friction forces,

2) 6 equations of motion (32),

4nc bounds on the current CoP position,

2nc bounds on torsional friction,

6nc equality constraints for feet contact (33),

3 equality constraints for the swing-foot task,

1 equality constraint to maintain a constant CoM height,

2 equality constraints to couple the two models:

c̈x,y = c̈x,y
mpc(0),

3) 2 terminal equality constraints for the MPC,

4) 3 equality constraints for the body orientation task,

3 equality constraints for the swing-foot orientation task,
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Fig. 12. Percentage of sampling periods where hierarchy C is solved within a
given number of iterations and corresponding computation time. The number
of iterations can be limited to 6 without influencing the motion of the robot
in a noticeable way.

5) 4np equality constraints to center the previewed CoP,

3 equality constraints to minimize the jerk of the swing-

foot,

3 equality constraints for the hand task, tracking the

target object,

30 equality constraints to follow a desired joint accel-

eration.

The robot is commanded to grasp with its right hand a target

object which follows a predefined motion profile. A snapshot

of the simulation can be found in Fig. 11, where we can see

the footsteps within the current preview window (dashed red

boxes), the CoP profile and the robot walking towards the

target object (red dot).

The decision variables in this hierarchy are: q̈ ∈ R
36,

f ∈ R
6nc , the initial acceleration of the point mass in

the mpc model c̈x,y
mpc(0 ) ∈ R

2, 2nr previewed footsteps

(nr ∈ {0, 1, 2}), and 2np input variables for the MPC model

(np = 16). As a result, the number of variables can grow up

to 84, and the number of constraints up to 212. All inequality

constraints at the first level are simple bounds and are treated

as such. In this simulation, the problem appears to have a

unique solution 98 % of the time, while in the remaining cases,

a basic solution is obtained.

Statistics on the number of iterations of the active-set

method, and corresponding computation times using the pro-

posed method, can be found in Fig. 12. Limiting the number

of allowed iterations of the active-set method to 6, which is

sufficient to solve the problem 99 % of the time when using

hot-start, has a negligible effect on the simulation, and in

this case, computation time is always below 3.25 ms. We can

observe that such a large and complex hierarchy can be tackled

efficiently, even on the slow CPU considered here.

VI. DISCUSSION

Variable elimination (also known as Schur complement

method) is an efficient and reliable technique for reducing the

size of linearly constrained problems [16], [17] and has been

a common tool in robotics for the purpose of both analysis

and numerical computations. As examples, consider the partial

feedback linearization of underactuated systems in [45], the

“generalized Jacobian” matrix introduced in the field of space

robotics [46], the coordinate partitioning approach utilized in

computational mechanics [47], [48].

In the context of hierarchical problems, variable elimination

is routinely used during a pre-processing step [49], [50].

This is usually performed manually, in the sense that the

variables to be eliminated and the order of elimination are

predefined by the user. An example highlighting various pre-

processing options is presented in [51]. However, after such

reformulation, the resultant problem is typically solved using

one of the classical methods in robotics involving the use of

orthonormal bases [23], [52].

In contrast, the approach introduced in this article is based

entirely on the concept of variable elimination: the size of

a hierarchical problem is gradually reduced by means of a

properly chosen sequence of elimination steps until a solution

is identified. This can be seen as a generalization of the

gradient projection method proposed in [53] for redundancy

resolution. Note that the choice of which variables to eliminate

(and in what order) is not unique, and in general has to

be determined during the solution process in order to in-

crease its reliability. We have adopted a column permutation

strategy (see Section III-C) which automatically selects for

each hierarchical level which variables lead to good numerical

conditioning.

Manually constructing a sequence of variable elimination

steps (which can be interpreted as a custom column permu-

tation strategy) is rarely advantageous for the purposes of

efficient computation. Exceptions are cases where the matrices

involved in the elimination process have a very specific struc-

ture, which the solver is not aware of. The elimination of the

joint torques τ is a good example. Since the leading matrix is

actually the identity, there is no need for QR factorization to be

performed and forming the Schur complement in (23) and (24)

is typically trivial. Hence, it is usually beneficial to manually

eliminate the joint torques from the decision variables (as we

have done in both hierarchies B and C in Section V) [45],

[25], [38], [54].

Ample research has been devoted to developing numeri-

cal methods dedicated to specific hierarchic (or constrained)

problems [5], [25], [46], [49], [50], [52], [53], [55], [56],

[57]. A typical example is when looking for joint accelera-

tions consistent with Gauss’ principle, minimizing an inertia-

weighted norm q̈THq̈, as proposed in the Operational Space

Control approach [5], [20], [21], [23], [58]. Despite sig-

nificant efforts, this approach is still generally considered

to be “computationally demanding, thereby making its real

implementation difficult (...) explain why there have been so

few real implementations” [24].

In contrast, we have proposed here a generic approach,
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which can be adopted for any form of hierarchic (or con-

strained) problem. It is very efficient, as it appears to be as fast

as an LU decomposition (see Section IV-B), which is generally

considered as the fastest way to solve a system of linear equa-

tions. As a result, further efforts at improving computational

performance for hierarchical problems will probably lead to

very limited gain. This result would, hopefully, enable future

research to focus less on computational performance and more

on design questions, discussing what are desired behaviors

and how to obtain them with a given set of objectives and

constraints.

Note that having a general approach does not imply that one

cannot exploit problem structure when it exists. For example,

as demonstrated in Section V-A, our approach is particularly

well suited to dealing with hierarchical problems involving

simple bounds: a popular class of problems in robotics [55].

An important question not approached here is the case of ill-

conditioning, when close to a singular situation. A traditional

approach is to use Tikhonov regularization, usually called

damping in the robotics literature [7], [19], [59]. In this case,

the sequence of optimization problems is modified, but the

hierarchic sequence of linear constraints remains unchanged.

As a result, the proposed approach still applies to resolve

these constraints efficiently. The difference lies in how the

vectors x⋆ and ρ⋆ are obtained, with a small overhead in

computation time. But questions such as when to regularize,

how to regularize, and how to compute the regularized solution

are all very subtle, especially in the case of a strict hierarchy,

and still unanswered for the most part. A thorough analysis

of all these questions is necessary, and this requires a distinct

publication.

VII. CONCLUSION

Constraint prioritization is a powerful modeling tool that has

been in the center of attention of many robotics researchers

and practitioners. In this article we analyzed the structure of

this prioritization, which can be seen as a hierarchical least-

squares problem, and introduced a very efficient algorithm

for its solution. This algorithm not only outperforms the

state-of-the-art approaches in robotics, it also brings new

insights about when and how priorities among linear equations

should be considered. In particular, we have reached the rather

unexpected conclusion that introducing hierarchy levels can be

a valid approach to significantly reduce computation time, on

the contrary to popular belief on this topic.

Our numerical results indicate that the proposed approach

is very competitive across a variety of problems sizes. In

particular, it appears to be as fast as an LU decomposition

when solving a square and non-singular system of equations,

which suggests that further efforts at improving computa-

tional performance for hierarchical problems will probably

lead to very limited gain. We have presented a numerical

evaluation of our C++ implementation on three representative

examples adopted from recent robotics literature. These results

demonstrate that, even on the slow CPU embedded on the

HRP-2 robot, hierarchical least-squares problems of practical

interest, e.g., with 80 variables and 200 equality and inequality

constraints, can be solved reliably within only a few ms.

APPENDIX

Once a solution to the lexicographic problem (9) has been

obtained, it is often desirable to obtain also the Lagrange

multipliers corresponding to all P objectives with respect to

all m constraints. This is required for example for the multi-

objective active-set method proposed in [8], which is used to

solve the inequality-constrained problems in Section V.

Let us use λjk ∈ R
mj to denote the sensitivity of objective

k with respect to the constraints involved in objective j. Due

to the hierarchical nature of our problem, the optimal residual

of objective k is not affected by the constraints involved in

objective j when k < j. As a result, we have λjk = 0
when k < j. It can be helpful to summarize this sensitivity

information in a matrix form, with the following structure:

λ =








λ11 λ12 . . . λ1P

λ22 . . . λ2P

. . .
...

λPP







∈ R

m×P .

This matrix can be constructed sequentially, one column at

a time. In order to do so, consider the minimization of the

k-th objective in the lexicographic problem (9), scaled by 1
2

for convenience. Using the ℓ-QR decomposition (17) of the

matrix A, the optimality conditions are given by λkk = r⋆k,

and

ATλk = 0 ⇔ Q
′T
ℓ λk = 0,

where λk is the k-th column of λ, and we have used that Q
′

ℓ

has full column rank and Rℓ full row rank. Since the matrix

Q
′T
ℓ is block-wise upper-triangular, we can easily verify that a

solution to these optimality conditions is given by an efficient

block-wise backward substitution

∀j < k, λjk = −Q
′

j





k−1∑

i=j+1

Lijλik + Lkjr
⋆
k



 ,

following the same rationale as in Section III. Note that in the

presence of singularities, this solution is not unique.
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