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In [Ergodic Theory Dynam. System, 16 (1996) 663—682], SeRezi proved that any minimal subshift with first
difference of complexity bounded by 2$sadic withCard(S) < 327. In this paper, we improve this result by giving
anS-adic characterization of these subshifts with a%ef 5 morphisms, solving by this way thg-adic conjecture
for this particular case.
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1 Introduction

A classical tool in the study of sequences (or infinite wowds) values in an alphabet is thecomplexity
functionp that counts the numbe(n) of words of length: that appear in the sequence. Thus this function
allows to measure the regularity in the sequence. For exartplllows to describe all ultimately periodic
sequences as exactly being those for whi¢h) < n for some lengthn [MH40]. By extension, this
function can obviously be defined for any language or any sfimblynamical system (csubshif}. For
surveys over the complexity function, see [All94, Fer99]BR10, Chapter 4].

The complexity function can also be used to define the cla&wimian sequences is the family
of aperiodic sequences with minimal complexity.) = n + 1 for all lengthsn. Those sequences are
therefore defined over a binary alphabet (becai{$¢ = 2) and a large literature is devoted to them
(see [Lot02, Chapter 1] and [Fog02, Chapter 6] for surveys)particular, these sequences admit sev-
eral equivalent definitions such as natural codings of iatwith irrational angle or aperiodic balanced
sequences. Moreover, it is well known [MH40] that the suftshihey generate can be obtained by suc-
cessive iterations of two morphisms (or substitutioRg)and R; defined (when the alphabaitis {0, 1})
by Ro(0) = 0, Ro(1) = 10, R1(0) = 01 andR;(1) = 1. To generate not all Sturmian subshifts but
all sturmian sequences it is necessary [MS93, BHZ06] toidenswo additional morphism&, and L,
defined byLy(0) = 0, Lo(1) = 01, L;(0) = 10 andL;(1) = 1. In general, a sequence (or subshift)
obtained by such a method, that is, obtained by successiaidns of morphisms belonging to a $gt
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is called anS-adic sequence (or subshift), accordingly to the terminologydif aystems introduced by
A. M. Vershik [VL92].

Beside Sturmian sequences, many other families of seqaereeusually studied in the literature.
Among them one can find generalizations of Sturmian sequsesceh as codings of rotations [Did98,
Rot94] or of interval exchanges [Rau79, FZ08], Arnoux-Rasequences [AR91] and episturmian se-
quences [GJ09]. One can also think about automatic seqsi¢A883] linked to automata theory and
morphisms.

An interesting point is that all of these mentioned sequsihese a linear complexity, i.e., there exists
a constantD such that for all positive integers, p(n) < Dn. In addition, we can usually associate a
(generally finite) setS of morphisms to these sequences in such a way that theg-adic. It is then
natural to ask whether there is a connection between theofdmting S-adic and the fact of having a
linear complexity. Both notions cannot be equivalent sjicanks to Pansiot's work [Pan84], there exist
purely morphic sequences with a quadratic complexity. H@rewe can imagine a stronger notion of
S-adicity that would be equivalent to having a linear comfiiexn other words, we would like to find a
conditionC such thail sequence has linear complexity if and only if iSisdic satisfying the condition
C'. This problem is called th§-adic conjectureand is due to B . Host. Up to now, we have no idea about
the nature of the conditioft. It may be a condition on the s8tof morphisms, or a condition on the way
in which they must occur in the sequence of morphisms. Thest examples [DLR13] supporting the
idea that the answer should be a combination of both, supgdtte difficulty of the conjecture.

Another difficulty of the conjecture is that all knowitadic representations of families of sequences
strongly depend on the nature of these sequences which rgakesal properties difficult to extract. In
addition, the characterization of everywhere growing puneorphic sequences with linear complexity
(obtained by Pansiot) can only be generalized into a suffigendition forS-adic sequences [Dur00,
Dur03] and manyd priori natural) conditions ove$-adic sequences are even not sufficient to guarantee
a linear complexity [DLR13]. Nevertheless, S. Ferenczifle¢provided a general method that, given any
uniformly recurrent sequence with linear complexity, proes anS-adic representation with a finite set
S of morphisms and such that all images of letters under théymtoof morphisms have length growing
to infinity. By a refinement of Ferenczi’'s proof, the authoeflL2b] managed to highlight a few more
necessary conditions of theSeadic representations, but which unfortunately were nfficéent to ensure
linear complexity. A different (although closely linked)qof of that result can also be obtained using a
generalization of return words [LR13], a tool that has beelpful to find anS-adic characterization
of the family of linearly recurrent sequences [Dur00, DJr(tBat includes the primitive substitutive
sequences [Dur98, DHS99]).

In Ferenczi’s proof, the algorithm that produces the mampisi is based on an extensive us&afizy
graphs These graphs first appeared in [Rau83] and are powerfid toddtudy combinatorial properties
of sequences or subshifts. For example, they are at thedfasideep result due to J. Cassaigne [Cas96]
stating that a sequence has linear complexity if and onlieffirst difference of its complexity(n +
1) — p(n) is bounded. They also allowed T. Monteil [BR10, Chapter Moh05, Chapter 5] to improve
a result due to M. Boshernitzan [Bos85] by giving a betterrisban the number of ergodic invariant
measures of a subshift. However, these graphs are usuffiuliito compute as soon as the complexity
exceeds a very low level. For this reason, the extractiorrgpgrties of theS-adic representation from
these graphs is usually hard. Anyway, applying these msthmdubshifts for which the difference of
complexityp(n+ 1) — p(n) is no more than to 2 for eveny, Ferenczi succeeded to prove that the number
of morphisms built in such a way is less thafA.
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In this paper, we strongly improve this bound and show thsterce of a sef of 5 morphisms such
that any minimal subshift with first difference of complgxiiounded by 2 isS-adic. Furthermore, we
give necessary and sufficient conditions on sequenceé®'ito be anS-adic representation of such a
subshift. In other words, we solve titeadic conjecture for this particular case. This charaz#tion
contains the Sturmian subshifts, the Arnoux-Rauzy sutsstilie three-interval-exchange subshifts and
the subshifts with complexityn, some of which were studied by G. Rote [Rot94].

As a corollary, the obtaineSi-adic representations provide Bratteli-Vershik représgons of the con-
cerned subshifts. Historically, O. Bratteli [Bra72] inteced infinite graphs (subsequently cal®t-
teli diagram3 partitioned into levels in order to approximai&-algebras. With other motivations, Ver-
shik [Ver82] associated dynamicadic transformationsto these diagrams by introducing a lexicographic
ordering on the infinite paths of the diagrams. This ordeisngduced by a partial order on the edges
between two consecutive levels, it can then be defined by @eerty matrix between the two consid-
ered levels and thus by a morphism. For more details, see(qB&apter 6] and see [War02] for the link
between Bratteli diagrams arsdadic systems.

By a refinement of Vershik’s constructions, the authors dP$92] have proved that any minimal
Cantor system is topologically isomorphic to a Brattelirdfgk system (Vershik already obtained this
result in [Ver82] in a measure theoretical context). ThesattBli-Vershik representations are helpful
in dynamics, mainly with problems about recurrence. Butn@aiven a minimal Cantor system, it
is generally difficult to find a “canonical” Bratteli-Verdhrepresentation (see [DHS99] for examples).
However, Ferenczi proved that for minimal subshifts witielr complexity, the number of morphisms
read on the associated Bratteli diagram (in a measure thesireontext) is finite [Fer96]. In particular,
he obtained an upper bound on the rank of these systems avetigtat they cannot be strongly mixing.
In addition, Durand showed that, in the case of linearly remt subshifts, the morphisms appearing in
the S-adic representation are exactly those read on the Brdiagram. Furthermore, unlike in Ferenczi's
result, the subshift is topologically conjugated to thetia\Vershik system. Similarly to that last case,
the S-adic representations obtained in this paper are exaailetthat can be read on a Bratteli-Vershik
system which is topologically conjugated to theadic subshift [DL12].

The paper is organized as follows. Section 2 contains alliegelefinitions and backgrounds. Sec-
tion 3 concernsS-adic representations of minimal subshift. We define thdsttitat are needed for the
announced-adic characterization in a more general case. In Sectiae4tart a detailed description of
Rauzy graphs corresponding to minimal subshifts with fiieécence of complexity bounded by 2. This
allows us to explicitly compute all needed morphisms. Inti®acs, we improve the results obtained in
Section 4 by studying even more the sequences of possihligtievis of Rauzy graphs. This allows us to
obtain anS-adic characterization, hence the conditidnf the conjecture for this particular case. Observe
that due to the length of some computation, not all developiaee presented here. The interested reader
can find some help (figures representing evolutions, lisbafasponding morphisms, etc.) in [Ler13].

2 Backgrounds

2.1 Words, sequences and languages

We assume that readers are familiar with combinatorics adsydor basic (possibly omitted) definitions
we follow [Lot97, Lot02, BR10].

Given analphabetA, that is a finite set of symbols calléetters we denote byd* the set of all finite
words overA (that is the set of all finite sequences of elementd pfAs usual, theeoncatenatiorof two
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wordsu andw is simply denoted.v. It is well known that the seti* embedded with the concatenation
operation is a free monoid with neutral elementheempty word

For awordu = u; - - - ug of length|u| = ¢, we writeu[i, j] = u;---u; forl <4 < j <{. Awordv
is afactor of a wordw (or occurs at position in w) if u[i, j] = v for some integers andj. It is aprefix
(resp.suffiy if i = 1 (resp.j = |u|). Thelanguageof u is the seffac(u) of all factors ofu;

A two-sided sequendegesp. one-sided sequenkis an element ofAZ (resp. AY); sequences will be
denoted by bold letters. When no information are giveaguenceneangwo-sided sequencéVith the
product topology of the discrete topology ovér AZ and AN are compact metric spaces.

We extend the notions of factor, prefix and suffix to two-sidequences (resp. one-sided sequences)
puttingi, j € Z (resp.i,j € N), i < j,i = —oo (resp.i = 0) for prefixes ang = +oo for suffixes.

Letu be a non-empty finite word ovet. We letu® (resp.u°) denote the one-sided sequenee; - - -
(resp. two-sided sequence uuu.uuu - - -) composed of consecutive copieswofA one-sided sequence
(resp. two-sided sequenc®)is periodicif there is a wordu such thatw = v (resp.w = u*).

A sequencew is recurrentif every factor occurs infinitely often. It isiniformly recurrentif it is
recurrent and every factor occurs with bounded gaesif « is a factor ofw, there is a constarit” such
that for any integers, j such thatw|[i, i + |u| — 1] andw][j, 7 + |u| — 1] are two consecutive occurrences
of uwinw, then|i — j| < K.

2.2 Subshifts and minimality

A subshiftover A is a coupleg X, T'| x) (or simply (X, T)) whereX is a closedl-invariant "(X) = X)
subset ofAZ andT is theshift transformatiorl” : AZ — AZ| (w;)icz — (Wit1)iez-

Thelanguageof a subshiftX is the union of the languages of its elements and we denoyeriad( X).

Let w be a sequence (or a one-sided sequence)4vive denote byX,, the set{x € A% | x[i, j] €
Fac(w) foralli,j € Z,i < j}. Then,(X,,T) is a subshift called theubshift generated bw. For
w € AZ we haveX,, = {T"(w) | n € Z}, whereY denotes the topological closure 6fc AZ.

A subshift(X, T) is periodicwheneverX is finite. Observe that in this cas¥, contains only periodic
sequences. It iminimalif the only closedl-invariant subsets ok’ areX and@, or, equivalently, if for all
w € X, we haveX = X,. We also have thdtX,,, T') is minimal if and only ifw is uniformly recurrent.

In the sequel, we will mostly consider minimal subshifts.

2.3 Factor complexity and special factors

Thefactor complexityf a subshiftX is the functiorpx : N — N that counts the number of words of each
length that occur in elements &f, i.e., px (n) = Card(Fac, (X)), whereFac,, (X) = Fac(X) N A".

The first difference of complexity(n) = p(n + 1) — p(n) is closely related to special factors [Cas97].
A word u in Fac(X) is aright special factor(resp. deft special factoy if there are two lettera andb in
A such thatua andub (resp.au andbu) belong toFac(X). Foru in Fac(X), if 5w (resp.d~«) denotes
the number of letters in A such that.a (resp.aw) is in Fac(X) we have

px(n+1)—px(n) = > (0Tu-1) (1)
u€Facy, (X) >1
w right special
= ) (u-1) )

u€Fac, (X) 1
u left special
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It is well known [MH40] that a subshift is aperiodic if and gnf px(n) > n + 1 for all n, or,
equivalently, if there is at least one right (resp. left)@pkfactor of each length.

The second difference of complexityn + 1) — s(n) is related tobispecial factorsi.e., to factors
that are both left and right special. Indeedyifs a bispecial factor iffac(X), its bilateral orderis
m(u) = Card(Fac(X) N AuA) — 6+tu — §~u + 1 and we havé

sx(n+1)—sx(n) = Z m(u).

uEFacy, (X)

A bispecial factoru is said to beweak(resp. neutral strong whenevern(u) < 0 (resp. m(u) = 0,
m(u) > 0).

2.4 Morphisms and S-adicity

Given two alphabetd and B, a free monoid morphism, or simpigorphismg, is a map fromA* to B*
such thatr(uv) = o(u)o(v) for all wordsu andwv over A (note this impliesr(¢) = €). It is well known
that a morphism is completely determined by the images trket

When a morphism is nagrasing that is the images of letters are never the empty word, thi@mo
of morphism extends naturally to one-sided and two-sidegieseces. Furthermore, # = B and if
there is a letter, € A such thatr(a) € aA*, theno“(a) = lim,, 1 0™ (a*) is a one-sided sequence
which is a fixed point ot. If there is also a lettes such thatr(b) € A*b, then the two-sided sequence
¥ (*b.a¥) = limy—y oo 0™ (- - - bbb.aaa - - - ) is also a fixed point of.

Let w be a sequence ovet. An adic representatioof w is given by a sequender,, : A}, —
A¥),en of morphisms and a sequenge, ).y Of letters,a; € A; for all ¢, such that the alphabel, is
equal toA, lim,, 1 o |0g071 + - 0 (ani1)| = +oo and

w= lim ogoy---o,(a’’ ).
Jim oo - on(apdy)

The sequencér,, )nen is thedirective wordof the representation. L&t be a set of morphisms. We say
thatw is S-adic (or thatw is directed by(c,, ),en) if (0,)nen € SY. In the sequel, we will say that a
sequencev is S-adic whenever there is a sebf morphisms for whiclw admits anS-adic representation.
We say that a subshiftX, T) is S-adicif it is the subshift generated by &ftadic sequence.

Let (0 )nen be a sequence of morphisms. The sequence of morpliismsB;;, | — B;)nen is a
contractionof (o, : 4}, | — A} )nen if there is an increasing sequence of integér$, e such that for
alninN, B, = 4, and

Tn = 04,04, +1" " 04 1—1-

A sequencéo,, ),cn Of morphisms is said to beeakly primitiveif for all » € N, there exists > r
such that for all lettera € A,. andb € A4, the lettera occurs ino,. - - - o5(b). A sequencéo,,),cn Of
morphisms is said to brimitive if there existsk € N such that for all- € N and for all letters: € A,
andb € A, 1,41, the lettera occurs ino,. - - - o, (b).

() Observe that for non-bispecial factarswe havem (u) = 0.
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2.5 Rauzy graphs
Let (X, T) be a subshift over an alphabét

Definition 2.1 The Rauzy graph of order of (X, T') (also called graph of words of lengtt), denoted
by G,.(X) (or simplyG,,), is the labelled directed graph whose set of verticeBais, (X) and there is
an edge fromu to v if there exist some lettersandb in A such thatub = av € Fac,4+1(X); this edge is
labelled by ub and is denoted byu, (a, b),v).

Let us introduce some notation: for an edge (u, (a,b), v), we writeo(e) = u (o for out), i(e) = v
(¢ for in) and we call\1, (e) = a its left label Ag(e) = b itsright labeland(e) = ub = awv its full label.
Same definitions hold for labels of paths where we naturaiigred these maps as followszifis the path
(uo, (a1, b1),u1)(u1, (ag,ba),uz) - -+ (we—1, (ag, be), ue), thenp(p) = a1 ---ag, Ag(p) = b1 --- by and
Ap) = uwoAr(p) = Ar(p)ue. Thus left and right labels are words of same length as theidered path.
In this paper we will mostly consider right labels.

Example 2.2 Let (X, T") be the subshift generated by the Fibonacci sequertt®) wherey is the
morphism defined by(0) = 01, ¢(1) = 0. Figure 2.1 represents the three first Rauzy graphsof, T')
(with full labels on the edges).

0 00 001 100
QY La

V\_/
U 01( >10 101
1 @
2.1.1Go(Xy) 2.1.2G1(Xy) 2.1.3G2(Xy)

Figure 2.1: First Rauzy graphs of the Fibonacci sequence

Remark 2.3 Any minimal subshift has only strongly connected Rauzyhgdihat is, for all vertices:
andv of G, there is a path from: to v).

We say that a vertex is right special(resp. left specia) bispecia) if it corresponds to a right special
(resp. left special, bispecial) factor.

By definition of Rauzy graphs, any worde Fac(X) is the full label of a path irG,,(X) for n < |u|.
Figure 12.1.2 shows that the converse is not true: the wadds the full label of a path of length but
does not belong tbac(X,,). Hence a path is said to bellowedif \(p) € Fac(X). The next proposition
follows immediately from definitions.

Proposition 2.4 LetG,, be a Rauzy graph of order. For all pathsp of length? < n in G,,, the left (resp.
right) label ofp is a prefix (resp. a suffix) ef(p) (resp. ofi(p)).

) 1n the literature, there are different ways of labelling éulgjes: they are sometimes labelled by the lettdny the letter, by the
ordered paifa, b) or by the wordav.
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Definition 2.5 The reduced Rauzy graph of ordeof (X, T') is the directed graply,,(X) such that the
vertices are the special vertices@f, (X ) and there is an edge fromto v is there is a pathp in G,,(X)
fromu to v such that all interior vertices gf are not special.

The (left, right and full) labels of an edge én (X) are the (left, right and full) labels of the correspond-
ing path inG,,(X). To avoid any confusion, edges of reduced Rauzy graphs presented by double
lines. Figure 2.2 represents the reduced Rauzy ggaf) with full labels on the edges.

1001

101

Figure 2.2:92(X,,)

3 Adicity of minimal subshifts using Rauzy graphs

Let (X, T) be a minimal subshift over an alphabétIn this section we prove the following theorem.

Theorem 3.1 An aperiodic subshift X, T) is minimal if and only if it is primitive and propef-adic.
Moreover, if X does not have linear complexity, théns infinite.

The construction of th&-adic representation is based on the evolution of Rauzyhgraimilar con-
struction can be found in [Ler12b] (see also [Fer96]) wheeegive a method to build af-adic repre-
sentation of any uniformly recurrent sequence with a lirmanplexity. In that paper, the construction
is based on thei-segments although here we work with thecircuits (see Section 3.2 below for the
definition). However the techniques are the same.

3.1 n-circuits

Forn € N, ann-circuit is a non-empty path in G,,(X) such thab(p) = i(p) is a right special vertex
and no interior vertex g is o(p).

Remark 3.2 Ann-circuit is not necessarily an allowed path@f, (X). Indeed, consider the subshif,
generated by the Thue-Morse sequen€é)) wherey is the Thue-Morse morphism definedi49) = 01
andp(1) = 10. The path

010 — (101 — 011 — 110 — 101)* — 010

in Figure 3.1 is a3-circuit and its full label contains the wordl01) which is not a factor ofi’(0) since
the Thue-Morse sequence is cube-free [Thu06, Thul2].
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001

—
—
o
=

S

100) - 110

Figure 3.1: Rauzy graph of order 3 (with right labels on thgesj ofX .

Remark 3.3 The notion ofn-circuit is closely related to the notion of return word. L&t recall that if
u € Fac(X), areturn word tou in X is a non-empty word such thatuv € Fac(X) and that contains
exactly two occurrences af, one as a prefix and one as a suffixulis a right special vertex i67,, (X),
then{\r(v) | v allowedn-circuit starting fromu} is exactly the set of return words to

Fact 3.4 A subshift is minimal if and only if for alk, the number of its allowed-circuits is finite.
The next lemma is also well known.
Lemma 3.5 Let (X, T') be a minimal and aperiodic subshift. Then

liI_P min{|Ag(p)| | p allowedn-circuit} = +oo.
n—-—+0o0

3.2 Definition of the morphisms of the adic representation

The adic representation that we will compute is based on éheviour ofn-circuits whenn increases.
To this aim we define a map,, on the set of paths aff,, 1 (X) in the following way. For each path
pin G,11(X) with right labelAg(p) = u, ¥, (p) is the unique patly in G,,(X) whose right label is
Ar(q) = w and such that(q) is suffix of o(p) respectively. The next lemma is obvious.

Lemma 3.6 Let (X, T) be a subshift. s € Fac,4+1(X) is a right special factor, then for all allowed
(n 4 1)-circuit p starting fromu, there exist some allowedcircuits ¢i, g2, . . . , ¢x Starting from the right
special facton[2, n+1] € Fac, (X) such that),, (p) = q1q2 - - - ¢&. Moreover, ifG,, (X') does not contain
any bispecial vertex, thep, is a bijective map such that for every allowgd+ 1)-circuit p, 1, (p) is an
allowedn-circuit.

Lemma 3.6 allows to define some morphisms coding how:tle@cuits can be concatenated to create
the (n + 1)-circuits. However we can see in this lemma that we can onfyirptelations then-circuits
and(n + 1)-circuits that are starting in vertices with the same suffiengthn. Lemma 3.7 below allows
to choose some particular vertices; it comes from aperiydaod from the observation that any suffix of
a right special factor is also right special.

Lemma 3.7 Let (X, T') be an aperiodic subshift on an alphahét There exists an infinite sequence
(U,, € Fac,(X))nen such that for alln, U, is a right special factor and is a suffix 6%, .

Definition 3.8 Let (X,T') be a minimal and aperiodic subshift and Igf,,),.cn be a sequence as in
Lemma 3.7. For each non-negative integemwe letA,, denote the set of allowedkcircuits starting from
U,. Now define the alphab®® A, = {0, 1, ..., Card(A,)—1} and consider a bijectiof,, : A, — A,.

@i _4,, is finite due to Fact 3.4.
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We can extend,, to an isomorphism by putting, (ab) = 6,,(a)6,,(b) for all lettersa, b in A,, (observe
thatd,, (a)6,, (b) might not be a path i+, (X)). Then, for alln we define the morphism, : A}, — A
as the unique morphism satisfying

6‘71'771 = wnen-ﬁ-l .

Remark 3.9 Let (i, ),en be the increasing sequence of non-negative integers satthtére is a bispecial
factor in Facy(X) if and only if k = ,, for somen. It is a direct consequence of Lemma 3.6 that if
k ¢ {i, | n € N}, then the morphismy is simply a bijective and letter-to-letter morphism. This
morphism only depends on the differences that could existdemd,, and 6,.,. In that case, we can
suppose without loss of generality tifatand 6y, 1 satisfyy 0,11 (i) = 0 (7) for all lettersi in Agy1 SO
that 4 is the identity morphism. As a consequence, to build an agicesentation of a subshift, it would
suffice to consider the subsequefiege ),.ecn Of (v, )nen. Depending on the context, we will sometimes
consider the sequen¢e,, ).cn Or the subsequende;, )nen.

Remark 3.10 If the alphabetof X, T") is A = {0,. .., k}, the Rauzy grapliro(X) is as in Figure 3.2 so
we have\r(A4p) = A. We can suppose théy is such that\rfp(a) = a forall a € Ay.

o

Figure 3.2: Rauzy grapf, of any subshift ovef0, ..., k}

3.2.1 An example

Consider a graph as represented in Figure 3.3 and let uslgp@saible evolutions from it. The letters
andb (resp.« andg) represent the right (resp. left) extending letter&/gf

Figure 3.3: Reduced Rauzy graghwith some additional labels

By the definition of Rauzy graphs, the word#/,,, 5U,,, U,a andU,,b are vertices of7,,, 1. Since
the subshifts we are considering satigfy: + 1) — p(n) > 1 for all n, at least one of the verticed/,,
and U, is right special and at least one of the verti¢gs: andU,,b is left special. Moreover, by the
definition of reduced Rauzy graphs, the two loopg;pfbecome edges respectively frdi,a to aU,
and fromU,,b to sU,,. Thus, the only missing information are which edges ardistafrom aU,, and
BU,, and which edges are arriving tg,a andU,,b. By minimality, G,,.1 has to be strongly connected so
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we have only three possibilities (2 of them being symmetri¢)e possible evolutions are represented at
Figure 3.4.

o

alU, = alU,, U,a alU,, =>

AN AN AN
BU, BU,, =» BU, Y—=(U,b

3.4.1U, is neutral bispecial 3.4.2 U, is neutral bispecial 3.4.3U, is strong bispecial

Figure 3.4: Possible evolutions of the graph represent&thure 3.3

Suppose that the bijectigh, maps0 to then-circuit starting with letter: and1 to then-circuit starting
with letterb. Consider the same definition &£, ; for the first two evolutions (sinc€ard(A,,+1) = 2).
For the third one, suppose th@ard(A,4+1) = r+ 1 (1 < r < +o0) and that ifU,,11 = aU,, (resp.
BU,), 6,+1(0) is the loop starting with the edge front,, to U,,a (resp.8U,, to U,b) and letky, ..., k.
be integers such théf, 1 (¢) is the path going td/,,b (resp. toU,,a) and goingk; times through the loop
Up,b — BU, — U,b (resp.U,a — aU, — U,a) before coming back taU,, (resp.8U,,).

Then for the first two possible evolutions, the morphismsmgthem are respectively

00 01
~ and {°"7 3)
110 101

and the morphism coding the third evolution is one of theolwlihg, depending on the choice &f, 11:

0—0 0—1

1+ 1k10 1~ 0F1

2 1%20 2 0k21 )
r— 150 r— 0%1

3.3 Adic representation of Fac(X)

The next two results shoa posteriorithat this makes sense to build &radic representation using
circuits: they state that when considering a sequéficg,,cn as in Lemma 3.7, the labels efcircuits
starting fromU,, provide the entire language &f whenn goes to infinity.
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Lemma 3.11 Let (X, T') be a minimal and aperiodic subshift. (F/,, € Fac,,(X))nen is a sequence of
right special vertices such thak, is suffix ofU,, 11, then for alln

Fac({\r(p) | p allowed(n + 1)-circuit starting fromU,,+1} ")
C Fac({Ar(p) | p allowedn-circuit starting fromU,,}*)  (5)

and
ﬂ Fac({Ar(p) | p allowedn-circuit starting fromU,, }*) = Fac(X). (6)

neN
Furthermore, for all non-negative integefsthere is a non-negative integéf, such that

Fac<¢({\r(p) | p allowed N,-circuit starting fromU,, }*) = Fac<,(X), (7)

whereFac<,(X) stands fol J, ., , Fac,, (X).

Proof: Indeed, (5) directly follows from Lemma 3.6 and (6) and (® eonsequences of the minimality.
a

The next result is just a reformulation of Lemma 3.5 and of hen8.11.

Corollary 3.12 Let (X,T) be a minimal and aperiodic subshift and let,).en be the sequence of
morphisms as in Definition 3.8. We have

in 1161/{1417{14»1 [v0 -+ - Yn(a)| = 400

and for all sequences of lette(s,, € A,,)nen,

ﬂ Fac(yo -+ - yn(ant1)) = Fac(X).

3.4 Adic representation of X

In this section we prove that, up to a little change, the diveavord (v, ),cn introduced in Definition 3.8
is an adic representation of a sequencé&ini.e,, we provide a slightly different directive worg,, :
By, — B} )nen such thai(rg - - - 7, (a5, 1) Jnen CONVerges iMZ tow € X. The proof of Theorem 3.1
follows immediately from Lemma 3.16 and Proposition 3.17.

The next result shows that there is a contractigh: A;", ; — A¥)nen Of (7n)nen Such that every
morphisny;, is right proper, i.e., there is a letten € A, such thaty,, (4;,,,) C A a.

Lemma 3.13 Let (X, T') be a minimal subshift and Ié€ty,,)..cn be the sequence of morphisms defined in
Definition 3.8. For all non-negative integersthere is an integes > » and a lettera in A, such that
Yo Ws(As-i-l) C A:a

Proof: Let (U, )nen be a sequence as defined in Lemma 3.7 an¢hiel, ey be the sequence of mor-
phisms as in Definition 3.8. Letbe a non-negative integer. By definition, for all integgrs =, U; is a
word inFac(X) that admitd/, as a suffix. Consequently, we can associaté;ta pathp; of lengthj —r
in G, such that\(p,) = U; andi(p;) = U,. As (X, T) is minimal, there is an integérsuch that/, is
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a factor of every word iffac,(X). Thus, there is an integér > r for which p;, is an allowedr-circuit
starting inU,.. ThusUy, € (U, AT NAYU,)\ (ATU,.A"). Let us prove that there is an integer r such
thaty, - - vs—1(A4s) C Ara with a = 0, (p.).

By Lemma 3.5, there is an integer> k such that alls-circuits starting froml/, have length at least
k+r. Letc be such as-circuit. We deduce from Proposition 2.4 thaf(c) € AZ"Uy,. Letq be the suffix
of ¢ of lengthk — r. By construction, we have(q) € ATU,, i(q) = Us € ATU, andAr(q) = Ar(pk)-
Consequently we get, 11 - - ¥s—1(g) = px, meaning that, - - - ys—1(As) C Aja. O

The following trick allows us to define the directive ward, ) ,eny mentioned above. K : A* — B* is
aright proper morphism with ending lettee B, then itsleft conjugatés the morphisna (%) : A* — B*
defined byo") (a) = ru whenevew (a) = ur. Thus, it is aleft propermorphism,i.e., there is a letter
a € B suchthat(A) C aB* (in our caseg = r).

Lemma3.14If o : A* — B* is a right proper morphism and i is a sequence inl?, then we have
T (oW (w)) = o(w). In particular, Fac(c") (w)) = Fac(o(w)).

Fact 3.15 Let (v/,)nen be a contraction of~,, ),en such that all morphisms,, are right proper. Every
morphismr,, = yén'y;(nLle is proper, i.e., is both left and right proper.

Lemma 3.16 The directive wordr,, : B}, — B; )nen is proper and weakly primitive and such that
(70 - Tn(bni1))nen cOnverges iM% tow € X for all sequencesh,, € B,)nen.

Proof: The convergence is ensured by the fact that all morphismiefir@nd right proper. The fact that
the limit w belongs taX follows from Corollary 3.12 and Lemma 3.14. The weak pria@tiess comes
from the minimality of(X, T). O

Proposition 3.17 (Durand [Dur00, Dur03]) If (X, T) is a primitive S-adic subshift withS finite, then
X has linear complexity.

4  S-adicity of minimal subshifts satisfying 1 < p(n +1) — p(n) < 2

In this chapter we present Theorem 4.1 which is an improvewiehheorem 3.1 for the particular case
of minimal subshifts with first difference of complexity boded by 2. For this class of complexity,
Ferenczi [Fer96] proved that the amount of morphisms neéatatie S-adic representations is less than
327. Here, we significantly improve this bound by giving the Sebf 5 morphisms that are actually
needed. To avoid unnecessary repetitions, we only ske&hrtiof of Theorem 4.1 on an example. We
will later prove Theorem 5.25 which is an improvement of thenier. In all this chapter, the sétis the
set of morphism$G, D, M, Eyy, E12} where

0+~ 10 0— 01 0—0

G:{1—1 D:{1—1 M:<1—1

22 22 21
0—1 0—0

Eoll 1—0 E122 1—2
22 21
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Theorem 4.1 LetG be the graph represented in Figure 4.5. There is a non-trivay to label the edges of
G with morphisms ir§* such that for any minimal subsh{fX, T') satisfyingl < px(n+1)—px(n) <2
for all n, there is an infinite pathy in G whose label(c,,),en € SV is a directive word of( X, T').
Furthermoreo,, ).cn is weakly primitive and admits a contraction that containsproper morphisms.

This result is based on a detailed description of all posdtduzy graphs of minimal subshifts with
the considered complexity. The Rauzy graphs of such subsfain have only 10 different shapes. These
shapes correspond to verticesthf The edges of; are given by the possible evolutions of these graphs
and are labelled by morphisms coding these evolutions (seta® 3.2.1). The theorem is obtained by
showing that these labels belong&6é. In the next section, we will study even more the evolutiohs o
Rauzy graphs in order to obtain &nadic characterization of the considered subshifts.

From now on,( X, T') satisfies the conditions of Theorem 4i.%,, it is minimal and is such that <
px(n+1)—px(n) < 2forall n. Consequently, we hayex (n) < 2n for all n > 1 whenCard(A4) = 2
andpx(n) < 2n + 1 for all n whenCard(A) = 3.

We also consider notation introduced in Definition 3.8 anchBek 3.9,i.e., for everyn, the morphism
v, describes the evolution frod,, to G,,1 and(i,,).en iS the sequence of integers such that there is a
bispecial factor irFac, (X) if and only if k € {i,, | n € N}.

4.1 10 shapes of Rauzy graphs

In this section we describe the possible shapes of Rauzyhgfapthe considered class of complexity.

From Equation (1) (page 236) the hypothesis on the complaxiplies that for all integers, either
there is one right special factarof lengthn with 5% (u) € {2, 3} or there are two right special factars
andwv, with 5% (vy) = 67 (v2) = 2. From Equation (2) we can make a similar observation fordpécial
factors. Hence for all integers we have the following possibilities:

1. there is one right special facterand one left special factdrof lengthn with 67 (r) = 6= (1) €
{2,3} (Figure 4.1);

2. there is one right special factorand two left special factorls andl; of lengthn with 6 (r) = 3
ando—(l1) = 0~ (l2) = 2 (Figure 4.2.1);

3. there are two right special factersandrs and one left special factdrof lengthn with 1 (1) =
3% (ry) = 2andd~ (1) = 3 (Figure 4.2.2);

4. there are two right special factars andr, and two left special factors andis of lengthn with
5 (r1) = 6% (r2) = 67 (lh) = 6~ (l2) = 2 (Figure 4.3).

From these possibilities we can deduce that fomall,,(X) only has eight possible shapes: those
represented from Figure 4.1 to Figure 4.3. Reduced Rauzyhgrim Figure 4.1 are well-known: they
correspond to reduced Rauzy graphs of Sturmian subshifisr@4.1.1) or of Arnoux-Rauzy subshifts
(Figure 4.1.2). Reduced Rauzy graphs in Figure 4.3 havebalso studied by Rote [Rot94]. Observe that
in these figures, the edges represented by dots may havé &nbjt this case, the two vertices they link
are merged to one bispecial vertex.

From Remark 3.9, it is enough to consider Rauzy graphs ofragder € N. To this aim, we have to
merge the vertices that are linked by dots in Figure 4.1 toféig.3. Observe that both Figure 4.3.1 and
Figure 4.3.2 give rise to two different graphs: one with orgpécial vertex and one right special vertex



246 Julien Leroy

Figure 4.2: Reduced Rauzy graphs with different numbersfofihd right special factors.

43.1 4.3.2

433 434

Figure 4.3: Reduced Rauzy graphs with two left and two riglktsl factors.
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and one with two bispecial vertices. This gives rise to 16edint types of graphs. They are represented
in Figure 4.4.

Remark 4.2 In the sequel, we sometimes talk about the type of a reducezyRmaphy, with k& ¢ {i,, |

n € N}. In that case, the type of that graph is simply the type,gf ;. |:, >} This makes no confusions
since ifR is a right special vertex in a Rauzy graph, the circuits staytfrom it have the same right labels
(and full labels) of those starting from the smallest bispkeertex (in a Rauzy graph of larger order)
containingR as a suffix. We also sometimes talk about the type of a Raugl ¢mad not reduced Rauzy
graph). This simply corresponds to the type of the corredpapreduced Rauzy graph.

4.1.1 Graph of graphs

Now that we have defined all types of graphs, we can check whiohutions are availablé.e., which
type of graphs can evolve to which type of graphs. It is cleat & given Rauzy graph cannot evolve
to any type of Rauzy graphs. For exampleGif is a graph of type 4, both right special vertices can be
extended by only two letters. Since for any warénd for any suffixv of u, we havedt(v) > §(u),
the graphG,, will never evolve to a graph of type 2 or 3. Section 3.2.1 shthas$ a graph of type 1 can
evolve to graphs of type 1, 7 or 8.

By computing all available evolutions, we can definedin@ph of graphsas the directed graph with 10
vertices (one for each type of Rauzy graph) such that thexe exige fromi to j if a Rauzy graph of type
i can evolve to a Rauzy graph of typeThis edge will be labeled by morphisms coding the evolutibn
Rauzy graphs. The graph of graphs is represented in Fighréddetailed computation of evolutions is
available [Ler13, Appendix A].

4.2 A critical result

Now that we know all possible Rauzy graphs we have to deal wighcan define the bijectios of Def-

inition 3.8. A first necessary condition to need only a fingeaf morphisms is that the alphabets have

bounded cardinality. In this section we prove that when tist diifference of complexity is bounded by

2, they always contain 2 or 3 letters. This result seems talberent to that class of complexity [DLR13].
We need two technical lemmas to simplify the proof thatd(A,,) € {2, 3} for all n.

Lemma 4.3 Let A be an alphabet. IfX, T') is a minimal subshift oved satisfyingp(n + 1) — p(n) < 2
for all » and if B is a strong bispecial factor ok, then any right special factor of length> | B| admits
B as a suffix.

Proof: Indeed,B being supposed to be strong bispecial, its bilateral ond@B) is positive. Observe
that, by definition/n(B) > 0 is equivalent to the inequality

> (0%(aB)—1)>6"(B) -1,

aB€Fac(X)

which is true only if there are at least two letterandb in A such thata B andbB are right special
(sinced™(aB) < 6T (B)). As there can exist at most 2 right special factors of eangthe (because
p(n+ 1) — p(n) < 2) and as any suffix of a right special factor is still a rightspéfactor, the result
holds. O

The following result is a direct consequence of Lemma 4.3.
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4.4.1 Type 1

4.45 Type 5

N

v

4.4.7 Type 7

@

4.4.9 Type 9
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Julien Leroy
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9.9

4.4.2 Type 2

4.4.6 Type 6

~

C@E O

v

4.4.8 Type 8

v

4.4.10 Type 10

Figure 4.4: Reduced Rauzy graphs with at least one bispeaiggx.
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Corollary 4.4 Let (X, T) be a minimal subshift satisfying < p(n + 1) — p(n) < 2 for all n and let
(Un)nen be a sequence of right special factorsXfulfilling the conditions of Lemma 3.7. For any strong
bispecial factorB of lengthn of X, we haveB = U,,. In particular, if there are infinitely many strong
bispecial factors irffac(X), the sequenc@/,, ) ey Of Lemma 3.7 is unique.

Lemma 4.5 Let G,, be a Rauzy graph. If there is a right special veriin G,, with 6T (R) = 2, an
n-circuit ¢ starting fromR, two pathg ands in G,, and two integerg; andks, k1 < k2 — 1, such that

1. i(p) = o(s) = R;

2. pis not a suffix ofj;

3. gis not a suffix op;

4. the first edge of is not the first edge af;
5. both pathg¢** s andpg*2 s are allowed,;

then there is a strong bispecial factd® that admitsR as a suffix.

Proof: Sincei(p) = o(q) = R butp andq are not suffix of each other, there is a left special veftax G,
and two edges; in p ande, in ¢ such thap andq agree on a patyf from L to R andi(e;) = i(e2) = L.
Let o andg be the respective left labels of ande,. Let alsoa andb respectively denote the right labels
of the first edge of and ofs. By hypothesis we have # b.

Now let us prove that the worll(¢’¢*! ) is strong bispecial. As the patjpg®: s andpq”2s are allowed,
the four wordsa\ (¢'¢* )a, aX(¢' ¢ )b, BA(¢'¢¥ )a andBA(¢ ¢ )b belong toFac(X). Consequently we
have

5 (aA(g'q™)) + 0 (BAd ¢™)) = 4.

Moreover, as the word(q'¢**) admitsR as a suffix, we havé* (\(¢’¢*1)) < §*(R) = 2 which implies
thatm(A(¢’q*)) > 0. O

Proposition 4.6 Let (X, T') be a minimal subshift satisfying< p(n + 1) — p(n) < 2 for all n and let
(U,)n>n be a sequence of right special factors fulfilling the comatis of Lemma 3.7. Then for all right
special factord/,,, there are at most 3 allowed-circuits starting fromU,,.

Proof: Suppose that there exist 4 allowestircuits starting from the vertel,, in the graph,,(X) and
let us have a look at all possible reduced Rauzy graphs inr&igul to Figure 4.3. We see that this is
possible only if there exist two right special factors ofdémn. More precisely, this is only possible if
U,, corresponds to the leftmost right special vertex in Figdr@s2, 4.3.3 and 4.3.4 or to any right special
vertex in Figures 4.3.1 and 4.3.2 (as these two graphs pgradend of “symmetry”). We will show that
for each of these graphs, the existence of-dircuits starting from the described vertices impliesttha
the other right special factaR of lengthn is a suffix of a strong bispecial fact@ of lengthm > n
in Fac(X). Then, due to Corollary 4.4J,, = B so U, is not a suffix ofU,,, which contradicts the
hypothesis.

The result clearly holds for graphs as represented in FigulBel and it is a direct consequence of
Lemma 4.5 for graphs as represented at Figure 4.3.2 (sipaexibtence of 4-circuits implies that 3 of
them goes through the loop respectivily k. andks times,ky < ks < k3).
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For graphs as represented in Figure 4.3.3, we have to corssderal cases. To be clearer, Figure 4.6
represents the same graph with some labels. The lettarsd 5 are the left extending letters df; in
Fac(X) and the letters andb are the right extending letters @i, in Fac(X). If there are three:-
circuits starting fromR;, going through a same simple path frata to L; and going through the loop
p = Ly — Ry — Lo respectivelyk, k2, andks times, k; < ko < k3, then we can conclude using
Lemma 4.5. Otherwise, for both simple paths fréinto L1, there are twar-circuits going through it.
Let ko1 andkqy 2, ko1 < ka2 (resp. kg1 andkg o, kg1 < kg,2) be the number of times that the two
circuits going through the edge with left lake(resp.5) can go through the loop. If k1 < ko2 —10r
if kg1 < kg2 —1orif ky1 # kg 1, we conclude using Lemma 4.5. Otherwise, we Wave = kg ; and
ka2 = kg2 = ka1 + 1 and we can easily check that the full label of the ppth L, (— Lo — RQ)’“‘“
is a strong bispecial factor.

Figure 4.6: Graph as in Figure 4.3.3 with some labels.

The cases of graphs as represented at Figures 4.2.2 and@n34 treated in a similar way. O

Proposition 4.6 cannot be extended to the general caseedntlere exist [DLR13] minimal subshifts
with linear complexity and such that the number of allowedircuits to any factor of length increases
with n.

4.3 A procedure to assign letters to circuits

Now let us explicitly determine the bijectiofis, . We would like to define them for each graph represented
at Figure 4.4 in such a way that two Rauzy graphs of same typead® the same bijectio6,. In that
case, a given evolution (fro; , to G;, ) would always provide the same morphism (which is equal
t0;, - - V... —1) Of Definition 3.8. However, we will see that it is sometimagossible to give enough
details abou#;, so that the morphisms are sometimes defined up to permwugatidghe letters.

From Lemma 4.6 we know th&tard(A;, ) € {2,3} for all n (1 is not enough since the numberigf
circuits is at leasé ™ (U;, ) > 2). From Definition 3.8 we then havé;, € {{0,1},{0,1,2}} depending
onn.

Observe that, in the description of the bijectiéhs below, we sometimes express some restrictions on
the number of times that some circuits can go through a lodipartonsidered type of Rauzy graph. The
reason for this is that if the circuits do not satisfy thos@rnietions, the right special factor that is i6f,
is a suffix of a strong bispecial factor (by Lemma 4.5) whichtcadicts Corollary 4.4.

If G,, is a Rauzy graph, then ansegments a path that starts in a right special vertex and ends in a
right special vertex and that does not go through any othét special vertex.

1. Type 1: there exists only one right special vertex and the two bsgircuits are the two loops.
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Oneish;, (0) and the other i;, (1) and we cannot be more precise (like we are for graphs of type
2 or 3 below).

. Type 2 and 3 also here there exists only one right special vertex andhtez possible circuits

are the three possible loofs, (0), 6, (1) and6;, (2). However, as shown by Figure 4.5, the only
graphs that can evolve to a graph of type 2 (resp. of type Ihargraphs of type 2 (resp. of type 2

and 3). Moreover after such an evolution, the right labethethree loops start with the same letter
as before the evolution. Consequently we suppose thatlfoeal0, 1, 2}, i is prefix ofAg 0 8; (4).

. Type 4 first consideiV;, = R. There exist two segments froRito B. Consequently, there exist

at least two circuit®; (0) and6;, (1), each of them going through one of the two segments and
looping respectively and/ times,k+¢ > 1, in the loopB — B before coming back t&. If there
exists a third circuit, then we suppose it starts with theesaagment as the circéif, (0) does, and
then goes through the loop exactly- 1 times. In this case, we must ha&e k. If the third circuit
does not exist, then we suppose that ¢ so we have: > ¢ > 0andk + ¢ > 1.

Now considerl/;, = B. There exist exactly three circuits: the circuit that doesgo through the
vertexR is denoted by, (0) and the two others);, (1) and®d;, (2), are going to the verteR and
then are coming back tB with one of the two segments froRto B.

. Type 5and 6 as a consequence of Remark 4.2, the circuits are the santewshthe type of graphs

is. Moreover, from the symmetry of theses graphs, it is ssele make a distinction between the
two right special vertices. SuppoSe, = R for a graph of type 5. There exist four possible circuits
(but Proposition 4.6 implies that only three among them #evad) and we only impose some
restrictions on their labels: the circuits, (0) andd;, (1) must go through two different segments
from R to B and through two different segments frdrto R. If the third circuitd;  (2) exists, then

it goes through the same segment fré&o B asé;, (0) does and through the same segment from
Bto R asb;, (1) does.

. Type 7 and 8 like for graphs of type 5 or 6, the starting vertex and theetg the graph does

not change anything to the definition of the circuits. Supdads = R for a graph of type 7. We
consider thad;, (0) is the circuit that does not go through the verfexThe circuitd;, (1) goes to
B, then goes through the lodp — B k times,k > 1, and eventually comes back i The circuit
6;,(2), if it exists, is the same a_ (1) but goesk — 1 times through the loo® — B instead of:
times.

. Type 9. supposdJ;, = R. Like for graphs of type 4, we consider the two circuis(0) and

0;,, (1), each of them going through different segments fi@no B and looping respectively and
{times in the loopB — B, k + ¢ > 1, before coming back t&. However for these graphk,and

¢ must satisfy|k — ¢| < 1 otherwise the verte® would become strong bispecial (see Lemma 4.5).
Moreover, if the third circuit);, (2) exists, we suppose it starts likg, (0) does and goes through
the loop exactly: — 1 times. In this case, the circuit, (1) cannot go through the lodp+ 1 times
otherwiseB would again become strong bispecial. Hence we always sepposl. Consequently,

¢ can only take the valugs— 1 andk even if the circui;, (2) does not exist.

Now supposé/; = B. There exist exactly three circuits: the circuit that doesgo through the
vertexR is 6;,, (0) and the two other circuit9, (1) andé; (2), are going to the verteR and then
are coming back t@ with one of the two segments from to B.
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7. Type 10 supposd/;, = R. Letx denote the segment frolR to B that goes only through non-
left-special verticesy is the other segment froiR to B. We consider thad;, (0) (resp.6;, (1)) is
the circuit that starts witly (resp. withz), goesk times (resp/ times) through the loof3 — B,
k+ ¢ > 1, and then comes back . If the third circuitd;, (2) exists, then it starts with or y and
loops respectively — 1 or ¢ — 1 times before coming back tB. Moreover, ifo;, (2) starts with
x, then we must have < ¢ — 1 and if§;, (2) starts withy, then we must havé < k (because of
Lemma 4.5).

Now supposd/; = B. There are exactly three circuits. The loBp— B is 6, (0), the circuit
going through the segmentis 9, (1) and the circuit going throughis 0, (2).

4.4 Computation of the morphisms ~,,

Now that we know the bijection;,, we can compute the morphisms of Definition 3.8 (knowingy;,

is enough since we have supposed that fok &l {i,, | n € N}, v, = id). As announced at the beginning
of the section, we only present the method on the examplecifd®e3.2.1. The entire list of morphisms
is available [Lerl3, Appendix A] and can be computed in theesavay so it is left to the reader. However,
not all morphisms in that list will be needed to get tfadic characterization of Section 5. At each step,
we will provide the concerned morphisms.

Suppose&7;, is a graph of type 1 as in Figure 3.3 (on page 241). By definibiofy,, for this type of
graphsg;, (0) andd;,, (1) are the two loops of the graph. Suppose thatmaps) to thei,,-circuit starting
with the lettera and1 to thei,,-circuit starting with the letteb. For the first two evolutions (Figure 3.4.1
and 3.4.2)(v; ., is again of type 1. By definition df;, , , for this type of graphs, we therefore have two
possibilities for each evolution. Indeed, in Figure 3.4 lave either

(¥i,, ©03,+1(0), i, 0 0;,41(1)) = (6;,(0),6;,(10))
or
(¥i,, ©03,41(0), i, 0 0;,41(1)) = (6;,(10),6;,(0))
and in Figure 3.4.2 we have either
(%3, ©0i,41(0), ¥, ©0;,41(1)) = (6, (01),6;,(1))
or
(i, ©0i,+1(0), i, ©0;,41(1)) = (0;,(1), 05, (01)).
The four morphisms labelling the edge from 1 to 1 in the grafdraphs are therefore

0—0 0+—10
1—10 1—0

0— 01 0—1
1—1 1—01
For the third evolution (Figure 3.4.3), the bijectién , (henced;, . ) dependso/; 1. If U;, 11 =
aB we have

(i, 03,+1(0),¥1, 05, 41(1), 93,05, 41(2)) = (6:,(0),6;,(1%0),6;, (1¥710))

(8)
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for an integerk > 2 (remember that the circudt, 1 (2) might not exist). Similarly, ifU; 1 = 8B we
have

(i, 04, 11(0), 3,05, 41 (1), 44,05, 41(2)) = (0, (1), 65, (0°1),6;, (0%~ '1))
for an integeik > 2. Consequently, there are infinitely many morphisms lahglthe edges from 1 to 7
and from 1 to 8 (one for eadh> 2) but they all have one of the following two shapes:

0—0 O0—1
1+ 1%0 and {1+~ 0°1 : 9)
21— 1510 2 — 0F11

4.5 Sketch of proof of Theorem 4.1

Let us briefly recall the way the proof can be obtained. Sactid describes how to build the graph of
graphs5 (Figure 4.5). Then, Section 4.2 states that the morphigmef Definition 3.8 are defined over
alphabets of 2 of 3 letters. Section 4.3 and Section 4.4 @iplcompute the morphisms.

Due to Lemma 3.13, Lemma 3.14, Fact 3.15 and Lemma 3.16, theeseg(;, ),en Ccan be slightly
modified into a weakly primitive and proper directive word(df, T') (by contracting it and considering
some left conjugates of the obtained morphisms). Thergfdrat remains to show is that the morphisms
~;,, are compositions of morphismsdhas well as the left conjugates of the contracted morphisms.

Let us keep on considering the example of Section 3.2.1. Tdrplisms in Equation (8) clearly belong
to S* as well as their respective left conjugates. Those in Equg$8) and their respective left conjugates
also admit a decomposition: we define the morphisms$*of

0—0 00 0—0
Dip:¢1—12 Doy:¢1—1 Go1:¢1—1
22 2+ 20 212
and obtain
0—0 0—1
MG57?DagDig = { 1+ 170 Eon MG 2DogD1g = { 1+ 0F1
2~ 1710 92 s k11

For the left conjugates, we simply have to replétge and Dy, respectively by

0—0 0—0
Gio: <121 and Gyop:¢1l—1
22 2+ 02

On that example, we see that the result halés,both~; , and%(f) belong toS*. Itis actually always

true thaty; , belongs taS*. But, not all morphisms;  are right proper, makingi(f) undefined. However,

one can always find a compositibn= ~;,, - - - ;.. such thafl is right proper and (") belongs taS*.
This will be explained with more details in Theorem 5.25.



An S-adic characterization of minimal subshifts with< p(n + 1) — p(n) < 2 255

Remark 4.7 In what follows we will consider finite or infinite paths ¢hand we will deal with their
labels. However, as we have observed in Section 4.4, a gdgmieg may be labeled not by a morphism
but by a (possibly infinite) set of morphisms. When talkinoukhe label of a path in G, we understand
a sequence of morphisrg, )»en such that for alln, ,, belongs to the set of labels of the+ 1)th edge
of p.

Remark 4.8 Observe that the number of morphisms labelling an edge ismigtdue to a lack of precision
in the definition of the bijection&; but also to the number of possibilities that exist for a giRauzy
graph to evolve to a given type of Rauzy graph. For examplesider a graph of type 8 as in Figure 4.7.

I °
o g

Figure 4.7: Rauzy graph of type 8 with some labels.

This graph can evolve to a graph of type 7 or 8 (depending otetingth of some paths) in two different
ways:

- either one of the bispecial factoi3; and B; is a strong bispecial factor and the other one is a
weak bispecial factor;

- or both of them are neutral bispecial factors and the two miglut special factors arexB; and
0Bs.

For the other cases, either they make the subshift leavedhsidered class of complexity (two weak
bispecial factors or two strong bispecial factor are not gaatible with1l < p(n+1) — p(n) < 2), or, the
Rauzy graph evolve to a Rauzy graph not of type 7 or 8.

The Rauzy graphs obtained in both available cases are repted at Figure 4.8. They are of type 7 or
8 depending on the respective length of the pd#hs — aB; and Bya — B, for Figure 4.8.1 and on
the respective length of the patBsb — aB; and Boc — §Bs for Figure 4.8.2. These two possibilities
of evolution to a same type of graphs imply that the edges 7 and8 — 8 in G are labelled by several
morphisms.

5 S&-adic characterization

Theorem 4.1 states that any minimal and aperiodic sub§Hiff") with first difference of complexity
bounded by two admits a directive wofd,,),cxy € S which is linked to a path . However, the
converse is false (see Section 5.1). A possible way to g&-adic characterization of the considered
subshifts would be to describe exactly all infinite pathgjithat really correspond to the sequences of
evolutions of Rauzy graphs of such subshifts. By achievitig} twve would determine the conditi@n

of the S-adic conjecture for this particular case. This is the ainthi$ section and this will lead to
Theorem 5.25.
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@—CD @D
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4.8.1 Bj is strong andB; is weak

@@ @@

( )

/
Bib BB 3B
CD—CBD,  ED—@

4.8.2 BothB; and B2 are neutral

Figure 4.8: Evolutions from 8 to 7 or 8.
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In the sequel, to alleviate notations we [lefv, w] denote the morphism

0—u
l—w
2= w

and when some letters are not completely determined (tlifatasne circuits can play the same role), we
use the letters, y andz.

For example, the morphisms in Equation (9) will be denotedhby”*: =, y*1 2] and it is understood
that{z,y} = {0, 1}. Observe that andy depend on the type of graphs we come from. Indeed, when
coding the evolution of a graph of type 1, we cannot hfwey} = {0, 2} by definition ofd;, for such
graphs. Moreover, if for example the lettéxsc andy occur in an image, it is understood tlat:, andy
are pairwise distinct.

We also need to introduce the following notation. kEoy € {0, 1,2}, x # y, the morphism®,, ,, and
E, , are respectively defined by

Ty Ty
Dyy:Sy—y and E,,:Sy—2a
Zz Zz

5.1 Valid paths

The first step to get th&-adic characterization is to understand how we can desthéb&good labelled
paths” inG, hence the good sequences of evolutions. To this aim, wedute the notions ofalid
directive wordand ofvalid path

Definition 5.1 Aninfinite and labelled pathin G is valid if there is a minimal subshift with first difference
of complexity bounded by 2 for which the sequenge)..«n of Definition 3.8 (and Remark 3.9) labels

We extend the notion of validity to prefix and suffixgs @&., a path is a valid prefix (resp. valid suffix)
if it is a prefix (resp. suffix) of a valid path. We also extentbisequences of morphismsdH, i.e., a
sequence of morphisms is valid if it is the label of a valichp@at valid prefix or valid suffix).

There exist several reasons for which a given labelled pathis not valid: two conditions (due to
Theorem 4.1) are that its label has to be weakly primitiverandt admit a contraction that contains only
right™ proper morphisms. Example 5.2 and Example 5.3 below showeégaences of evolutions which
are forbidden because their respective directive wordsotisatisfy the weak primitiveness.

Example 5.2 Sturmian subshifts have Rauzy graphs of type 1 for.allhus, for alln, ;, is one of the
morphisms given in EquatidB). However if, for instance, we consider that for allthe morphismy; , is
[0, 10], the directive word is not weakly primitive and the sequasfd@auzy graph§G;, ),»cn is such that
for all n, i, = n andAg(6,(0)) = 0 andAr(6,(1)) = 10™ (the reduced Rauzy gragh is represented
in Figure 5.1). It actually corresponds to the subshift gated by the sequenoe = ---000.1000 - - -
which has complexity(n) = n + 1 for all n but which is not minimal.

™ |n the definition of valid directive word, we did not consideft conjugates of morphisms so the property of being proper
becomes being right proper.
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CEO

10"

Figure 5.1: Reduced Rauzy graghof - - - 000.1000 - - -.

Example 5.3 Let us consider a path i that ultimately stays in the vertex 9. Figure 5.2 represents
the only way for a Rauzy grapfy;, of type 9 to evolve to a Rauzy graph of type 9. We can see
that in this evolution, the,, -circuit 0, (0) starting from the vertexB (i.e., the loop that does not go
through the vertex) “stays unchanged” inG;, 11, i.e.,%;, (6;,+1(0)) = 6;(0). Consequently, we have
lim,,—, + o |6, (0)] < +o0: a contradiction with Lemma 3.5 (the circuit is trivially lalved). One can
also check that for all morphismg, coding such an evolution, we hayg (0) = 0. As there is no other

evolution from a Rauzy graph of type 9 to a Rauzy graph of typleeddirective word cannot be weakly
primitive.

O O

5.2.1 Before evolution 5.2.2 After evolution

Figure 5.2: Evolution of a graph of type 9 to a graph of type 9.

The two previously given conditions (being weak primitiedagproper) are not sufficient to be a valid
directive word: there is also a “local condition” that hadb®satisfied. Indeed, Example 5.4 below shows
that for some prefixes;, - - - v;, labelling a finite pathy in G, not every edge starting froip) is allowed.

Example 5.4 Consider a graplt;, of type 1 that evolves to a graph as in Figure 3.4.3 (Page 24&)ce
to agraph of type 7 or 8. We writ;, = B andR, = B and suppose thdf; ., = R;. The morphism
coding this evolution iz, y*z, y*~1z] for some integek > 2. If we supposé > 3, this means that
the circuitsd;, 11 (1) andd;  .1(2) respectively go through — 1 andk — 2 times in the loopR2 — Ra.
By construction of the Rauzy graphs, this means that thetesstdvispecial factoB’ admitting R, as a
suffix is a neutral bispecial factor. Let > n be an integer such thaB’ is a bispecial vertex iz, .
SinceB’ is neutral bispecial, there is a right special fact@f of lengthi,,, + 1 that admitsB’ as a suffix.
Moreover, sincdJ; is notB’ (as R, has to be a suffix d¥; ), the right special factot/;, 11 is notR'.
Consequently there are two right special factorgin, 1 S0G;,, +1 is not of type 1.
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To be a valid labelled path ig the three previous examples show that a given pattust necessary
satisfy at least two conditions: a local one about its pref(fexample 5.4) and a global one about weak
primitiveness (Example 5.2 and Example 5.4). The next tatales that the converse is true.

Proposition 5.5 An infinite and labelled path in G is valid if and only if both following conditions are
satisfied.

1. All prefixes op are valid¥;

2. its label is weakly primitive and a contraction of it coimts.only right proper morphisni4.

Proof: The first condition is obviously necessary and the secondition comes from Theorem 4.1. For
the sufficient part, if all prefixes agf are valid, it implies that we can build a sequence of Rauzphga
(Grn)nen such that for alln, G,, is as represented in Figure 4.1 to Figure 4.3 and evolvés,to. To
these Rauzy graphs we can associate a sequence of landidggs).cn defined as the set of finite
words labelling paths id7,,. By construction we obviously have(G,,.1) C L(G,) and the language

L=(]L(Gn)

neN

is factorial'V, prolongabl&™ and such that < pr(n + 1) — pr(n) < 2 for all n (wherep,, is the
complexity function of the language). Thus, it defines a hifb§X, T') whose language i&, which, by
construction, is such that the sequefige ),.cn Of Definition 3.8 labelg and which is minimal by weak
primitiveness. O

5.2 Decomposition of the problem

Our aim is now to describe exactly the set of all valid pathg.imhe idea is to modify the graph of graphs
G in such a way that the “local condition” to be a valid path (fingt point of Proposition 5.5) is treated
by the graph. In other words, we would like to moddyin such a way that all finite paths are valid. We
also would like that for any minimal subshift with(n + 1) — p(n) < 2, a contraction of~;, ),en that
contains infinitely many right proper morphisms labels dpat (to be able to consider left conjugates).
In that case, we will only have to take care of the weak priraitess, which is rather easy to check. But,
we actually will see that modifying the graghas wanted will not be possible. There will still remain
some vertices such that for some finite paths arrivinginsome edges starting fromv make the path
pe not valid. However, we will manage to describe the local dtio for these vertices so this will still
provides anS-adic characterization. The computations in the nextse@ie sometimes a little bit heavy
to check. The reader can find some help (figures with evolstidgraphs, list of morphisms coding these
evolutions, decomposition of them in&, etc.) in [Ler13].

The graph of graph§ contains 4 strongly connected components:

C1 ={1,5,6,7,8,9,10}, Cy = {2}, Cs = {3}, Cy = {4}.

™ a local condition

M) a global condition

i) For every wordy in L, Fac(u) C L.

(i) For every wordw in L, there are some lettersandb such thatzu andub are inL.
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Any infinite path inG ends in one compone®t and is valid if and only if the prefix leading tG; is valid
and if the infinite suffix staying ii®”; is valid and fit with the prefix. Thus, to describe all validipging,

we can separately describe the valid suffixes in each conrmpame then study how the components are
linked to each other.

Remark 5.6 By hypothesis op(1) — p(0), a valid pathp in G always starts from the vertexor from the
vertex2 (depending on the size of the alphabet: 2 or 3). Thereforenvgtudying the validity of a path in
the component’;, C5 or Cy4, we only study the validity of its suffix that always staysat tomponent.
By contrary, studying the validity of the suffix of a pathrmalitely staying irCs is the same as studying
the validity of the entire path.

Remark 5.7 Due to the symmetry between Rauzy graphs of type 3 and 4, aftethink that the de-
scription of valid suffixes of paths ultimately staying inmgonent<; and C, will be similar. We will
actually see that this is not the case. The reason is that,eaaresdealing with right labels ai-circuits,
the right special vertices do not play the same role at allha&sleft special vertices.

5.3 Valid paths in C;

This component corresponds to the well-known class of AxARauzy subshifts [AR91]. The morphisms
~;,, that code an evolution in that component are right properaaactasily seen to belong &, as well
as their respective left conjugates.

Vn, v, € {[0,10,20],[01,1,21],[02,12,2]}
vn, 4% € {[0,01,02],[10,1,12], [20,21,2]}
Arnoux and Rauzy [AR91] gave afi-adic description of the so-called Arnoux-Rauzy substbits
considering the morphisni8, 10, 20], [01, 1, 21] and[02, 12, 2]. They proved the following result.

Proposition 5.8 (Arnoux and Rauzy [AR91]) A labelled pathp in G is valid and corresponds to an
Arnoux-Rauzy subshift if and only if it goes only throughtexe? and the three morphisnis, 10, 20],
[01,1,21]) and[02, 12, 2] occur infinitely often in the label of.

5.4 Valid paths in C;

This component contains only the vertgof G and the morphisms;, that code an evolution in this
component are the following

[0, 10, 20], [01, 1,21],[02, 12, 2], [0, 10, 2], [01, 1, 2],[02, 1, 2], [0, 1, 20], [0, 1, 21], [0, 12, 2];

they belong taS*.

Observe that not all these morphisms are right proper andoutel ®ven find an infinite sequence
of them that would not admit a contraction with only right pes morphisms (for instancé), 10, 2]*).
The reason is that not all finite composition of these mompkisorrespond to a valid finite sequence of
evolution of Rauzy graphs. The next lemma describes thts fac

Lemma 5.9 Let (X, T) be a minimal and aperiodic subshift with first difference ofmplexity bounded
by 2. Let(;, )nen be the directive word of Definition 3.8. Suppose that bgthand~; ., , are coding an
evolution from a graph of type 3 to a graph of type 3. Thep jfis equal to

Dy D, (resp.D,,)
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for {z,y,2} = {0, 1,2}, theny;, ., can only be one of the three following morphisms

Dy,sz,mv Dz.,ya Dm,z (resp-Dy,sz,za Dz,ya Dz,z)

Proof: We only have to look at the behaviour of the Rauzy graph whewuatves. Figure 5.3 shows the
two possibilities for a graph of type 3 to evolve to a graphygfet 3. When computing the morphisms
coding these evolutions, we see that what is important tavkisowhich letter corresponds to the top
loop in Figure 5.3.1. Indeed, #; (x) corresponds to the top loop in Figure 5.3.1, the three availa
morphisms are (the second must be counted twice gimes be replaced by)

T T Ty
Y= YT and Y=y

Z = 2T Zr—=Z

The evolution represented in Figure 5.3.2 is coded by thenficsphism and the evolution represented in
Figure 5.3.3 is coded by the second one (wltkréy) is the leftmost loop in Figure 5.3.1).
After the first evolution, the graph becomes again a graph &gure 5.3.1 where the circuf, , , ()
still corresponds to the top loop. The available morphisrestzerefore the same as before the evolution.
After the second evolution, the graph becomes again a gmphFigure 5.3.1 but the top loop is the
circuitd; ., (z). The available morphisms are therefore the same as be®evthution but withr andz

exchanged.

5.3.1 Rauzy graph of 5.3.2 Evolution 1 5.3.3 Evolution 2
type 3

Figure 5.3: Evolutions of a graph of type 3 to a graph of type 3.

d

Thanks to the previous lemma,+f, vi, ., 7vi,... - - - labels a valid suffix that stays in componery,
then for alln > &, v;, v, is a right proper morphism. Consequently, we obtain thevalhg result.
We let the reader check that all involved morphisms (as veetheair respective left conjugates when they
exist) belongs t&™.

Proposition 5.10 An infinite pattp in G labelled by(+;, )»>n is a valid suffix that always stays in vertex
3 if and only if there is a contractiofx,, ),,>n Of (7;, )n>n~ such that

1. (an)n>nlabels an infinite path in the graph represented in Figure with



262 Julien Leroy
(a) forallz € {0,1, 2}, the loop onV,, is labelled by morphisms in
Fy ={DyaD: 0 DayDzy | {2y, 2} ={0,1,2}};
(b) forallz,y € {0,1,2}, z # y, the edge fronV,, to V, is labelled by morphisms in
Fosy ={Dazy DayD.o | 2 € {x,y}};

2. (ap)n>n contains infinitely many right proper morphisms;

3. forallx € {0, 1,2}, there are infinitely many integers > N such thatD, , is a factor ofa,, for
somey € {0, 1, 2}.

Fy

FO%l

Fl%O

F C Fon Fios

FU~>2

N

F‘zao

/

R

Fy

Figure 5.4: Graph corresponding to compon@gin G.

Proof: Our aim is to describe valid suffix i@ that stay in vertex 3, accordingly to Proposition 5.5.

Let us start with Condition 1i.€., the local one). The morphisms that code an evolution fronaaly
of type 3 to a graph of type 3 are listed at the beginning ofi8e&.4. However, Lemma 5.9 shows that
they cannot be composed in every way. When computing the msms coding the different evolutions
(see Figure 5.3), we see that what is important is whichrletieresponds to the top loop in Figure 5.3.1.
Consequently, we can “split” the vertex 3dninto 3 vertices/y, V1 andVs, eachV,, corresponding to the
fact that the circuit;, (x) only goes through non-left special verticég( corresponds to the top loop in
Figure 5.3.1) and we put some edges between these vertitesébrresponding evolution is available.
Then we label the graph as follows: for ally € {0, 1,2} such that: # y, we letF, denote the set of
morphisms labelling the loop dvi, and we letF,_,,, denote the set of morphisms labelling the edge from
V, to V. Of course F, andF,_,, contain the morphism corresponding to the evolutian, £, contains
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the morphisnD,, , D, ., andF,_,, contains the morphistb,, .. Defining F, andF,_,, this way ensures
that the local condition is satisfied.

Before considering the second condition of Propositionlgtas modify the sets, andF),_,, accord-
ingly to what we explained in Section 5.2e., in such a way that a contractign,, ),>n Of (i, )n>nN
contains infinitely many right proper morphisms and labgbath in Figure 5.4. As all non-right proper
morphisms belong to some s&{_,,, this can easily be done as follows: forally, z € {0,1,2},z # y,

y # z, one can check that the morphidm, . D, ., € F,—.,F,—. is right proper and labels a finite path
from V, to V.. Consequently, for alt and ally, z such that{z,y, 2} = {0,1,2} we can add inF,
the morphismD,, .D,, . and we add inF,_,, the morphismD,, .D, ... By doing this, the existence of
(on)n>n is ensured.

Now let us describe all labelled paths in Figure 5.4 with weakimitive label (Condition 2 of Propo-
sition 5.5). The morphisms i, and inF,_,,, z,y € {0, 1,2}, are composed of morphisnis, , for
someu,v € {0,1,2}. Let us prove that the labét, ), >~ of a path in Figure 5.4 is weakly primitive
if and only if for all z € {0, 1, 2}, there are infinitely many integers such ttia} . is a factor ofw,, for
somey € {0,1,2}, y # x. The condition is trivially necessary since if for gll D,, . is not a factor of
oy, for n not smaller than some integer > N, thenz does not belong tay,,, - - - a4 (2) forall z # x
and all integerg > 0. It is also sufficient. Indeed, it is clear that if, f¢%, y, z} = {0, 1, 2}, the three
morphismsD,, ,, D, ., and D, , occur infinitely often as factors dtv,,),,>», then the directive word is
weakly primitive. Thus, to satisfy the condition withoutlincing the weak primitiveness, the set of mor-
phisms that occur infinitely often as factors(ef;, ),,>. has to be included i§D, ,, Dy -, Dy z, Dy - }.

Y,29 Y,T»
This is in contradiction with the way the morphisms have tebmposed (governed by Figure 5.4).0

5.5 Preliminary lemmas for C; and C,

In both types of graph of compone@t andCj, there is only one right special vertex. This makes the
computation of valid paths easier to compute than when therawo right special factors. Indeed, if
R, and R, are two bispecial factors in a Rauzy gra@h, , the circuits starting fronR?; impose some
restrictions on the behaviour @is, i.e., on the way it will make the graph evolve when it will become
bispecial (see Example 5.4 where the burst of the bispeeiéxB’ is governed by, (1) andd;, (2)).
Such a thing cannot happen for graphs of type 2 anide3,the local condition of Proposition 5.5 can
be easily expressed. In this section, we introduce someionsaand we give some lemmas that will be
helpful to study valid paths in componerifs andC;.

First, let us briefly explain what we will mean when talkingoab the burst of a bispecial factor.
Roughly speaking, “burst” describes the behaviour of adusd vertex when the Rauzy graph evolves.
These vertices are of a particular interest since thoseharerily ones that can change the shape of a
graph (hence they are the only ones that determine the nsonghi,, since they depend on the shape of
the graphs).

Indeed, let us consider a non-special vertéxn a Rauzy grapliz;,. Sincel is not special, there
are exactly two vertice®}, andV; in G;, 1 such thatl” is prefix of V,, and suffix ofV; and there is an
edge fromV/, to V. Consequently, the behaviour BfwhenG;, evolves does not change the shape of
G;,, . One can make a similar observation for left (but not righ8dal vertices and for right (but not left)
special vertices. The difference is that, for left specatices (resp. for right special vertices), there are
several verticeS/p(l), ceey Vp(k) withk =6"V >1 (resp.Vs(l), ceey V) with k& = 6tV > 1) that admit
V as a prefix (resp. as a suffix) and forall <i < k, there is an edge fro%(” to V; (resp. froml/, to
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Vs(i)). Consequently, the behaviour BfwhenG;, evolves does not change the shapé&of either.
For bispecial vertice¥, this is not true anymore. Indeed, in the grapf) 11 there are several vertices

Vp(l), . .J/}.fk) with £ = 6~V > 1 and several verticel 5(1), .. .,Vs(l) with £ = §TV > 1 that respec-
tively admitV" as a prefix and as a suffix. Moreover, the number of edges bet{\fé,él), cee Vp(k)} and

{Vs(l), N 7 depends on the bilateral order 6t Therefore the behaviour f whenG;,, evolves

can strongly change the shape®f, (by increasing or decreasing the number of special verfiwes
example).

The nextlemma gives a method to build a sequénge) . of morphisms which is a little bit different
from (v;,, )nen and that will help us to describe the valid path€inandC;.

Lemma 5.11 Let (X, T) be a minimal subshift with first difference of complexitysfging1 < p(n +

1)—p(n) < 2for all n and let(i,, ) nen be the increasing sequence of integers suchithat (X ) contains
a bispecial factor ofX if and only ifk € {i,, | » € N}. There is a non-decreasing sequeli¢e),cn of

integers such thaf,, < i, for all n and a sequence;,,),en Of morphisms irS* such that or alln, 7,

codes the burst of a unique bispecial factor of lengthn G;,, (X).

Proof: First it is obvious that if a Rauzy graph;, contains two bispecial vertices, making them burst
at the same time or separately produces the same @gfaph (henceG;, ). Consequently, since;,

describes how a graph evolves to the next one, we can decertpo® two morphismSyl.(j) and'yl.(f)
such thaty;, = 7(1)%.(3), each one describing the burst of one of the two bispecidicest Then it

suffices to show that we can decompoén@ and%.(f) into morphisms ofS. This is actually obvious.
Indeed, if there are two bispecial vertices, the graph cdy lom of type 6 or of type 8. Then, making
only one bispecial vertex burst corresponds to considéhiagt is actually respectively of type 5 or 7 and
we know that these morphisms belongdb. However, we have to make it carefully: #;, and B, are
the two bispecial vertices i&;, and if, for instancep; is strong, we have to makB, burst beforeB;
otherwise the burst aB; would provide a graph with 3 right special vertices and thlisginot correspond

to any type of graphs as considered in Figure 4.4. In othedwqﬁ) has to correspond to the burst of

B and%.(f) has to correspond to the burstBf.

To conclude the proof, it suffices to build the sequengg$.cn and (n,)nen. From what precedes,
the first one is simply the sequen@g ),.cn but such that wher; contains two bispecial factors, then
i, OCCUrs twice in a row ir(j, )nen. The second one is the sequerigg )..cn but such that whei;

contains two bispecial vertices, we split, into 'yi(j) and'yi(f). O
Example 5.12 Let us consider a patp in G that ultimately stays in the set of vertic€s, 8}. When
the Rauzy graplts;, is of type 7, there is a unique bispecial factor so the monphjs, satisfies the
conditions of the lemma, i.e., it corresponds to a morphisfmj,)nen. On the other hand, whei;,

is of type 8, its two possible evolutions are representedaitres 4.8.1 and 4.8.2 on page 256. Suppose
that the starting verteXJ;, corresponds to the verte®; in Figure 4.7 (page 255) and suppose that
G;, evolves as in Figure 4.8.1 with; 1, equals toaB;; the others cases are analogous. We have
v, = [0,1%0, (1¥-10)]. To decompose it as announced in Lemma 5.11, it suffices sideoithatG;, is

of type 7 withBs as bispecial vertex. We make this bispecial vertex bursitiis supposed to do (i.e. like

a weak bispecial factor). This makes the graph evolve to alyé of type 1 (whose bispecial vertex is
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Bs) and we consider that the morphism coding this evolutiop,is= [0, 1]. Now it suffices to make this
new graphG’, evolve to a graph of type 7 or 8 with the morphigm,; = [0, 1%0, (1*710)]. We then
havevy;, = nmnm+1 and these new morphisms satisfy the condition 2 in Lemma Bl can easily be
decomposed by morphismsSrsincen,, = id andn,+1 = vi,, -

Definition 5.13 Let (j, )nen @and(n, )nen be asin Lemma 5.11. For allwe letB;,, denote the bispecial
factor of lengthyj,, whose burst is coded by, .

The following result directly follows from the definition ¢fie morphisms,,.

Lemma 5.14 Let (j,)nen @nd (n,)nen be as in Lemma 5.11. The morphigm is a letter-to-letter
morphism if and only iB;, # U, (where(U,).en is the sequence of starting vertices of the circuits).

Remark 5.15 Observe that, as illustrated by Example 5.4, wtigny # U, , the evolution oiG;, is
influenced by the last morphism, k£ < n, such thatB;, = U;, . Indeed, as we have seen in Section 4.3,
the circuits starting froml/;, may depend on some parameters (the number of loops theyircdota
instance) and there exist some restrictions to these paeste. Actually, considering a particular
morphism;, corresponds to determining these parameters. Since sothes# circuits go through the
other right special vertex iti';, (if it exists), these parameters influence the behaviouisfright special
vertex.

On the other hand, wheB;, = Uj,,, there are no restrictions on the possibilities fgy since we do
not have any information on the circuits starting from thghti special vertex that is néf;,. Also, for
graphs in componentS, and C; there are no restrictions on the labels of the circuits likere are for
Rauzy graphs of tye 2 or 3. Consequently, all possible morphisms are allowedweier, some of
these morphisms are only locally allowed, i.e., even if aph@mm is allowed, some “infinite choices”
containing it may be forbidden. Indeed, Example 5.3 shoassalgraph of type can evolve to a graph
of type 9 (so there is an allowed evolution) but it cannotudtiely keep being a graph of type 9 otherwise
(7i,, )nen Would not be everywhere growing. To be clearer, the circstisting in the right special vertex
that is notU;,, also depend on some parameters and, as for the circuitdrsggfromU;, , there are some
restrictions on them. Those parameters pagtially determined by the morphisny. For instance let us
consider the evolution of a graph of type 9 as in Figure 5.29¢°a58) such thal/;, corresponds to the
vertexB in Figure 5.2.1. This evolution implies that all circuitasgting from the vertex in Figure 5.2.1
go through the looB — B at least once.

5.6 Valid paths in Cy

This component only contains the vertein G and this type of graphs contains two right special vertices.
Moreover, these two right special vertices cannot be biapatthe same time since there is only one left
special factor of each length. Consequently, we have i,, andn,, = ;, for all n and, as explained in
Remark 5.15, we calocally choose any morphism we want whef), = B; and we have to be careful
whenU,, # B;, . In other words, whel; , is the vertexR in Figure 5.5, the choice of the morphism,

is restrained by the latest morphisim, , m < n, such that/; , is the vertexB. We let the reader check
that this morphismy;,  is either

[O:zckymcgy7 (Oxk_ly)] or [xky,Ocvéy, (xk_ly)]

(X) For instance, when there are two parameteasnd?, one of them can sometimes not be greater than the other one.
™ For those graphs, the right label &f, () always starts with:.
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with {z,y} = {1,2}, k> 1andk > ¢ > 0.

~— =

O——@)
Figure 5.5: Rauzy graph of type 4.

Lemma 5.16 below expresses the consequences of this morphjs

Lemma5.16 Letm € N andG; , be a Rauzy graph of type 4.

Suppose thal’;, = R and that the twa,,,-circuits 6,  (0) and#é;,, (1) go through the loog: and? times
respectively, wittk > 1 andk > ¢ > 0.

If the circuité; , (2) exists:

i. if £ =k, the Rauzy graph will evolve to a gragh, , n > m of type 10 such thdl;, corresponds to
the vertexB in Figure 4.4.10 (page 248) and the evolution fréiy), to G;,, is coded by the morphism
1,0,2];

ii. if £=Fk—1,the Rauzy graph will evolve to a gragh,, n > m of type 4 such thal/; corresponds
to the vertexB in Figure 5.5 just above and the evolution frar, to G;, is coded by a morphism
in {[1,0,2],[1,2,0]};

iii. if £ < k — 1, the Rauzy graph will evolve to a gragh; , n > m of type 7 or 8 such thal/;
corresponds to one of the vertic&sand B in Figure 4.4.7 and to one of the verticés and B in
Figure 4.4.8. The evolution frol@; , to G;, is coded by the morphisfa, 0, 2] and thei,, -circuit
6;,, (1) goes through the loop — ¢ — 1 times.

If the circuit;,, (2) does not exist:

i. if ¢ = korf = k— 1, the graph will evolve to a grapl#; , n > m of type 1 such that/;,
corresponds to the vertgXin Figure 4.4.1 and the evolution fro6;  to G;,, is coded by a morphism

in {[0,1],[1,0]};

ii. if £ <k—1,the graph will evolve to a grapfi;,,, n > m of type 7 or 8 such thdt;, corresponds to
one of the vertice® and B in Figure 4.4.7 and to one of the vertic&s and B, in Figure 4.4.8. The
evolution fromG;  to G, is coded by the morphisfh, 0] and thei,,-circuit ;, (1) goes through the
loopk — ¢ — 1times.

Proof: It suffices to see how the graph evolves. Indeed, when thex&rbursts, we have eight possi-
bilities represented at Figure 5.6 and Figure 5.7. The niangtto notice is that if both circuit® 6; (0)
andd; (1) can go through the loop — B respectivelyk and/ times withk and¢ greater than 1 (ob-
serve that in this case, the circdit, (2) goes through that loop — 1 times), the graph will evolve as in
Figure 5.6.1 and the new circuits , 1 (0) andé; 1 (1) will go through the loop respectively— 1 and

¢ — 1 times (sok — 2 times forf;, 1(2)). The computation of the morphisms is left to the reader.O

Now we can determine the valid suffixes in compor@ntMoreover, inG we can rename the vertdx
by 4B, meaning that we always halg, = B.

™) The reader is invited to check the definitiondgf, for such graphs on page 252.



An S-adic characterization of minimal subshifts with< p(n + 1) — p(n) < 2 267

el

5.6.1k,0> 2 56.2k>2¢=0
563k=¢=1 56.4k=1,=0

Figure 5.6: Evolutions of a graph of type 4 with 3 circuitsrstey from R.

e D e’ D
S~ N

5.7.1k, (> 2 5.72k>2,6=0

-

573k=¢=1 574k=1,£=0

Figure 5.7: Evolutions of a graph of type 4 with 2 circuitsstay from R.
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Proposition 5.17 An infinite pattp in G labelled by(+;, )»>n is a valid suffix that always stays in vertex
4 and that is such thal/; , is bispecial if and only if there is a contractid@, ), >~ Of (v, )n>n Such
that

1. foralln > N,

o, € {[0,10,20], [0, 20, 10], [z* 1y, 02Fy, 0%~ 1y, [z 1y, 027y, 02Fy],
[02F 1y, by, " 1y), [02F Ty, 28Ty 2Fy] | k> 1}

with {z,y} = {1,2};

2. forallr > N,
(an)n>r ¢ {[0,10,20], [0, 20, 10]}*

and
(n)nsr & {025y, aby, aF~1y), (027 y, 2Py by | & > 1}

Proof: Our aim is to describe the valid suffixesdrthat stay in vertex 4, accordingly to Proposition 5.5.
Let us start with Condition 1. Given a gragh, of type 4 withU; = B, the morphismy;  coding the
evolution to a graph of type 4 and such that

(@ U,,,, = Bare[0,10,20] and|0, 20, 10];

n+1

(b) Us,,, = Rare[0z*y, 2y, 0"~ 'y] and[z*y, 0z'y, 2" 1y].

n+1

Let (k,)n>n be the subsequence @f,),>n such thatU; is bispecial if and only if,, € {k, | n >
N} and let(a,),>n be the contraction ofy;, ),>n defined byo,, = vr, Yrn+1- Yenia—1- UsSiNg
Lemma 5.16, we obtain th&t;, ),,>n~ has valid prefixes if and only if all morphismas, belong to

{[0,10,20],[0,20,10], [+* "y, 02"y, 02" 1y, [a" 1y, 021y, 0y,
02"y, 2by, " 1y), [0y, 2y, by | k> 1)
Indeed, the exponerit (resp. £) in the morphisms given above (in (b)) corresponds to the bamof
times the circuit;,, ., (0) (resp.6;, ., (0)) goes through the loop — B. Consequently, we must have
{=Fk—1.
Now let us consider Condition 2. All morphismsg, are right proper so we only have to take care of
the weak primitiveness and it is easily seen {af),,> n is weakly primitive if and only if for al- > N,

(an)n>r ¢ {[0,10,20], [0, 20, 10]}*

and
(an)nsr & {02 Ly, aby, aF 1y, (027 y, 2y by | & > 1}

with {z,y} = {1, 2}. O
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5.7 Valid paths in C;

This component off contains the vertices 1, 5, 6, 7, 8, 9 and 10. This componetiatt all subshifts
with complexity2n that have been studied by Rote [Rot94]. Any three-inteexalhange subshift also
describes a path ié that eventually ends up in this component [FHZ03].

As for component’;, we need some lemmas to determine the consequences of saipigisntsy;,,
on the sequencey;, )i>n+1. The difficulty in determining the valid paths in this comeon lies in the
fact that we have to take care of the length of some paths iR#huzy graphs to know which morphisms
are allowed. Indeed, the morphisms that code the evolutmRauzy graphs of type 5 or 6 (and 7 or 8)
are the same and the precise type depends on the lengthspaftthe andp, in Figure 5.8.1 (and of the
lengths of the paths;, us2, v1 andwv, in Figure 5.8.2. When the Rauzy graph, is of type 6 or 8 e,
when|p;| = |p2| or when|u;| = |uz|), we know from Lemma 5.11 that we can decompose the morphism
~;,, into two morphisms, each one corresponding to the burst efaigpecial vertex. On the other hand,
if for example|u, | is much larger thatus| + |v2| in Figure 5.8.2 and if we denote ¥; (1), B1(2),.
(resp. Ba(1), B2(2),...) the bispecial vertices (ordered by increasing lengthhi Rauzy graphs of
larger order that adm|R1 (resp. R») as a suffix, we will see that many vertic8s (i) will burst before
that B2 (1) bursts. Consequently not all morphisms are allowed.

Vg

@ us
OO ® © /\ G

5.8.1 Type5o0r6 5.8.2 Type 7 or 8

Figure 5.8: The next evolutions of these graphs depend oletiggh of the pats,;, v; andp;.

First, the following result will be helpful to characterizalid paths that goes infinitely often through
the vertexl in the graph of graphs. Its proof is left to the reader, buttmafound in [Ler13].

Fact 5.18 We can suppose without loss of generality that the evolutfanRauzy graph of type 1 to a
Rauzy graph of type 1 is coded loy 10] or by [01, 1].

Next, Lemma 5.19 implies that we can merge the vertices 5 and6e vertex denoted /6 in G and
that the outgoing edges of that vertex are the same as theingtgdges of the vertex 6 . However,
we have to take care of the lengthspefandp, in Figure 5.8.1 to know which morphism in the labels of
the edges can be applied.

Lemma 5.19 Let G, be a Rauzy graph as in Figure 5.8.1 anddgtbe the smallest integer ifi,,)nen
such that,, > k. We have
{Type ofG;, ., | G;, is of type6} =
{Type ofG;,, ., | G, is of type5 andU;, is not strong bispecial
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and

{7i. | Gi, is of type6} = {v;, ©vi,.,, | Gi, is of types andU;,, is not strong bispecial

Proof: The first equality can be easily checked on the graph of gréfigsre 4.5 on page 249) and the
second one is deduced from the computation of morphismsigalde needed evolutions and is left to the
reader (see also [Ler13]). ]

Remark 5.20 In order to describe all valid paths in the componé&nit, we sometimes have to know
the precise type of a graph corresponding to the veltgx Indeed, when going to that vertex in the
modified component (suppose the label of the edge, isnd thatU;, ., corresponds to the vertek;

in Figure 5.8.1), we may want to leave it using the morphism, = [z,y*z, (y*~'2)]. However, the
evolution corresponding to that morphism is such that thalkest bispecial factor that admitg; ., asa
suffix is strong (the other right special vertex is therefauéfix of a weak bispecial factor). Consequently,
we can leave the verteédy6 with that morphism only it/;, , , is not bispecial, i.e., the other right special
vertex becomes bispecial befdre ;. In other words, we must haye; | > |p2| in Figure 5.8.1.

Next lemma deals with the same kind of stuffs as in Lemma 5ut $dv Rauzy graphs of type 7 and 8.
As for graphs of type 5 and 6, it allows us to merge the verficasd 8 to one vertex denotéds in G. It
also allows us to delete the vertex 9grbecause it does not have any incoming edge anymore. Though
its proof is not really difficult, it is a bit long. The intertesl reader is invited to check it in [Ler13].

Lemma 5.21 Let G; be a Rauzy graph as in Figure 5.8.2 anddgtbe the smallest integer ifi,, ) men
such that,, > ¢. Suppose thdl; is the vertex?; and thatd,(1) goesk times through the loopus. Let
¢ € Z such that

ur] 4+ (€ = D) (Jur| + [01]) < fuz| + (k= 1)(Juz| + [v2]) < Jus] + £(|ua] + |v1]). (10)
Then, the graph can evolve to a graph of type
i. 1 and the composition of morphisms coding this evolutsan i

{[0,10)" {[01,1], [1,01]} | h € N} U {[0,10]"[2,y] | {z,y} = {0,1},h > max{0, ¢} }

ii. 5or6asinFigure 5.8.1 and the composition of morphisimging this evolution is in
{[07 10, 2O]h{[0xa Y, (0y)], [z, 0y, (W]} | {z,y} = {1,2},h € N} .

The last type of graph that has not been treated yet is thelfyp&he next lemma does it.

Lemma 5.22 Let G;, be a Rauzy graph of type 10. Suppose gt corresponds to the vertek in
Figure 4.4.10 and that the twf,-circuits 6, (0) and 6, (1) respectively go through the lodpand ¢
times withk, £ > 0 andk + ¢ > 1.

If the circuitd;, (2) exists and starts likg; (0) does (recall that < & in this case), then

i. if £ =k, G;, will evolve to a Rauzy grap&’; ,, m > n, of type 10 such thdt;  corresponds to the
vertexB in Figure 4.4.10. This evolution is coded by the morphijsm, 2];
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ii. if £ <k, G, will evolve to a Rauzy grapfy;,,, m > n, of type 7 or 8 such that thig, -circuit 6;,, (1)
starting fromU;, goes through the loop — ¢ times. This evolution is also coded by the morphism
[1,0,2].

If the circuitd;, (2) exists and starts likg; (1) does (recall thak < ¢ — 1 in this case), then

i. if k=1¢—1,G,;, will evolve to a Rauzy grap8y;,,, m > n, of type 10 such thdt;, corresponds to
the vertexB in Figure 4.4.10. This evolution is coded by the morphjigni, 2];

i. if k<?—1,G,, wilevolveto a Rauzy grapty;, , m > n, of type 7 or 8 such that thi,-circuit
0;,, (1) starting fromU;, goes through the loop— k — 1 times. This evolution is again coded by the
morphism[0, 1, 2].

If the circuit;, (2) does not exist, then

i. if ¢ e{k,k+1},G,;, wil evolve to a Rauzy grap&’;,,, m > n, of type 1. This evolution is coded
by a morphism i [0, 1], [1, 0]};

ii. if £<k,G,;, will evolve to a Rauzy grap@;,,, m > n, of type 7 or 8 such that thig,-circuit 6, , (1)
starting fromU;,, goes through the loop — ¢ times. This evolution is coded by the morphisn®].

ii. if £>k+1,G,;, will evolve to a Rauzy grap&';,,, m > n, of type 7 or 8 such that thg,-circuit
0;,, (1) starting fromU,  goes through the loop — k — 1 times. This evolution is coded by the
morphism0, 1].

Proof: Indeed, if the vertex3 in Figure 4.4.10 bursts as in Figure 5.9.1, the new graphlioétype

10. This evolution is coded by the morphi$im0, (2)]. Moreover, if for alln we denote by, (0) (resp.

ki, (1), k;, (2)) the number of times that the-circuit8;, (0) (resp.9;, (1), 6;, (2)) goes through the loop,
then we havé:;,  (0) = k;, (1) — 1 andk;, (1) = k;, (0). We also havé;, ,, (2) = k;, (2) if the i,,-
circuit 0;,, (2) starts liked;, (0) does andk;, , (2) = k;, (2) — 1 if the i,,-circuit §; , (2) starts liked; , (1)
does. Consequently, this evolution is repeated until eithe(1) = 0 or k; ,(0) = 0 andk; ,(1) =1

for somen’ > n. Then the graplt:; , evolves to a Rauzy graph of type 1, 7, 8 or 9 depending on
ki, (0), ks, (1) andk; ,(2) (if the circuitd;, (2) exists). The computation of the morphism coding this
last evolution is left to the reader. O

5.7.1 Modification of Component C,

Now we can modify the compone@y of G.

First let us modify the vertices. Lemmas 5.19 and 5.21 allownerge the vertices 5 and 6 to one
vertex5/6 and the vertices 7 and 8 to one ver@$8. As already mentioned, the vertex 9 can also be
deleted (thanks to Lemma 5.21). Finally, Lemma 5.22 dessrthe sequence of evolutions whilg,
corresponds to the vertgkin a graph of type 10. Consequently, if a graph evolves to plgoditype 10
such thal/; = R, there is only one possible finite sequence of evolutioresptie given by Lemma 5.22.
Consequently, we can simply treat these evolutions by miodjfthe edges i, as explained just below
and we rename verted) by 108, meaning that the vertel{, always corresponds to the vertéxin
Figure 4.4.10.

Now let us modify the edges and/or their labels. All modificas are direct consequences of Fact 5.18,
Lemma5.19, Lemma 5.21 and Lemma 5.22:
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®) o BE)y——
T

5.9.1 eitherd;,, (2) starts liked;,, (0) 5.9.2 6;, (2) starts liked; (0) does
does andk, ¢ > 1, or0;,, (2) starts like andk > 1,4=0
0;, (1) does and > 2

. w
5.9.30;,(2) starts like6;, (1) does

andk =0,4=1

Figure 5.9: Evolutions of a graph of type 10 with 3 circuitsring fromR.

®) o BE)y——0
T

5.10.1k,£> 1oré > 2 5102k >1,£=0

il

@) o
~—/

5103k=0,¢4=1

Figure 5.10: Evolutions of a graph of type 10 with 2 circuttsrng fromR.

Julien Leroy
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e Fact5.18 implies that we can consider only two morphismaltellthe loop on vertex 1.
e Lemma 5.19 implies that the edges starting froff are the same as those starting fréim G.

e By Lemma 5.22, we can replace each morphigmlabelling an edge coming tt0 in G such that
Ui,., = R by the corresponding behaviour given in that lemma. Foaimst, inG, the morphism
v, = [1270,20,12%~10] labels an edge from 6 to 10. By Lemma 5.22, this morphisms sntiee
graph of type 10 evolve to a graph of type 7 or 8 or 10 dependmig and/. Consequently, we
delete this morphism and add two morphisms: the morphisne [1,0, 2] from 5/6 to 10B with
k = ¢ (casd.) and the morphisny;, o [1,0,2] from5/6 to 7/8 with £ < k.

e In Lemma 5.21, as the behaviours depend on some lengths ryRmaphs, we simply consider
the needed outgoing edges of the vertgg to be able to follow all described behaviours and put
some restrictions on the choices in Proposition 5.23.

We then obtain the modified componéhitrepresented in Figure 5.11 with labels as given in Table 5.1;
those are trivially compositions of morphisms&f

As in the previous cases, we would like to ensure that any yadth in Figure 5.11 can be chosen in
such a way that its label contains infinitely many right praperphisms, which is currently not the case.
For instance, any path oscillating betwegit and7/8 such that the edge frofy6 to 7/8 is labelled by
[1,0%2, 0¥~12] does not contain any right proper morphism but can be a suféivalid path (Lemma5.19
and Lemma 5.21 ensure that the local condition of Propasiib is satisfied). Thus, we have to modify
Figure 5.11 in such a way that a contraction of such a sequefne®rphisms labels another path and
contains infinitely many right proper morphisms.

As proved in Proposition 5.23, this kind of problem can be&edlby adding two edges in Figure 5.11
labelled by the morphisms given in Table 5.2. We then obtaémbodified component as represented in
Figure 5.12.

Proposition 5.23 An infinite pathp in G labelled by(~;,, ).>~ is a valid suffix that always stays in com-
ponentC; and thatis such thal; , is bispecial if and only if there is a contractidr, ), > n Of (i, )n>nN
such that

1. there are infinitely many right proper morphisms(ia, )., > n';

2. (an)n>n labels an infinite pattp in the graph represented in Figure 5.12 (whose labels aremiv
in Table 5.1 and Table 5.2) such that

(A) if for some integen > N, «,, labels an edge t6/6, thena,, 11 can be in{[z, y*z, (y*~12)] |
{z,y} = {0,1},k > 2} only if |[p1| > |p2|, wherep; and p, are the path represented in
Figure 5.8.1 and the right special factor correspondingg,; is Ry;

(B) if for some integem > N, «,, labels an edge t&/8 but not from7/8 (so it is equal to
[wl,w2w§w4,w2w§*1w4] for some wordsw;, ws, ws and wy and for an integert > 1
which corresponds to the greatest number of times that alicigpes through the loopous
in Figure 5.8.2), ifh is the greatest integer such that,,; = [0,10,20] forall i = 1,... A,
then h is finite anda,4+,+1 can be in{[0,1],[1,0]} if and only if ju1| + A(Jui| + |v1]) >
Jua| + (8 — 1)(Juz| + [va]);
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Figure 5.11: First attempt to modify the componéntin G.

From , to Labels Conditions
1 1 [0,10], [01,1]
718 | [z, yFx, (yF 1)) k>2
5/6 1 x,yz|, [yz, |
120, 2%0], [2%0, 12%0] E>1
12F0, 2FF10], [2FF10,12F0] | k>0
718 | 1,072, (0F~12)] E>1
[z, y"z, (y ")) k>2
[2°0, 1270, (12%710)] E>0>0
1270, 270, (27 10)] (>k+1>1
10B | [1,01,2]
[2k0 12k0 12F=10] E>1
[12%0, 2’€+10 2F0] k>0
78 | 1 | [01,1],[1,01], [z, 4]
5/6 | [0z, y, (Oy)], [x, 0y, (y)]
718 | [0, 10 (20)]
0B |1 [01%2, 1%2], [1%2,01%2] k>1
[01%F2, 1FFT2] 1FF 12 01%2] | k>0
718 | [0,2%1,2F11] E>1
142 01’€2 (01%F=12)] k>0>0
01’62, 1f2, (1°-12)] (>k+1>1
10B | [0, 20, 1]
[172,01F2, 017 12] E>1
[01%F2, 1FFT2 1F2] k>0

Table 5.1: Labels of edges in Figure 5.11

Julien Leroy
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Q

m/ 1\/8
N

Figure 5.12: Graph corresponding to the compognin G.

5/6

From| To | Labels Conditions
5/6 | 5/6] [10F2,0FT2,10F 2] [ k>1
[10’“ 12, Ok2 10%2 2]
(072, 10k 12,0F12]
[0F—12, 10’€2 ,0%2]
[
[0
[
[

10B | 5/6] [02*1, 2 02 1] [k >1
02k~ 11 21, ,02F1]
2k1, 026 11, 2k=11)
2k= 11 0241, ,2F1)

Table 5.2: Labels of the two additional edges in Figure 5.12
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and such that one of the following conditions is satisfied

(i) p ultimately stays in vertex 1 and both morphisjisiO] and [01, 1] occur infinitely often in
(an)nZN;
(i) p ultimately stays in the subgrapfi, 7/8}, goes through both vertices infinitely often and

for all suffixesp’ of p starting in vertex7/8, the label ofp’ is not only composed of finite
sub-sequences of morphisms in

([0,10]*[0, 1][0, 10]*{[0, 1¥0] | & > 2}) U ([0, 10]*[1,0][01, 1]*{[1,0%1] | k > 2});

(iif) p contains infinitely many occurrences of sub-pathbat start in vertext and end in vertex
5/6.
(iv) p ultimately stays in the subgragdlh/6, 7/8, 108} and does not ultimately correspond to one
of the following three configurations:
(a) the path ultimately stays in vert@xs;
(b) e thethe loop oveb/6 is always labelled by 02, 12, 2] or [102, 2, 12];
¢ the edge fron%/6 to 7/8 is always labelled by1, 02, 2];
e the edge frons/6 to 10B is always labelled by1, 01, 2J;
¢ the edge fron7/8 to 5/6 is always labelled by1, 02, 2] or by [01, 2, 02];

o for all sub-paths; uniquely composed of loops ovErB, the label ofy contains only
occurrences of morphisms in

{[o, 20,1]>",[02,12,2] | n € N} :

o for all finite sub-pathg composed of loops ovét B and followed by the edge from
10B to 5/6, the label ofg is in

{[0, 20, 1]>",[02,12,2] | n € N}* [0,20,1] {[21,01,1], [021, 1,01]};

(c) e the paths does not go through the loop over the ver{e&x
e the loop over the vertex/6 is always labelled bj0*2, 10¥=12, 0¥=12] or by [0*~12, 10%2, 0*2)]
for some integek > 1;

e the loop over the verteb0 B is always labelled by12%0, 2++10, 2¥0] for some integer
k> 0;

e the edge fron3 /6 to 7/8 is always labelled either b, 02, 0¥~12] for some integer
k > 1 or by [12%0, 20, 2¢~10] for some integerg and/ such that! > k +1 > 1;

e the edge fronT/8t0 5/6 is always labelled byl, 02, 2] or by 2,01, 1];

e the edge from0B to 5/6 is always labelled by morphisfa*1, 02*=11,2%~11] or
[25=11,02%1, 2%1] for some integek > 1;

e the edge from0B to 7/8 is always labelled by0, 2¥1, 2¥—11] for some integek > 1.
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Proof: Our aim is to describe the valid suffixes ¢hthat stay in componend,, accordingly to Propo-
sition 5.5. The first step is to ensure that to any valid paith G, there is a contractiotw,,),>n Of its
label that labels a path in Figure 5.12 and that containsiiafjnmany right proper morphisms. Up to
know, the results in Section 5.7 state that such a contraddioels a path in Figure 5.11, but some of
them can contain only finitely many right proper morphismae@an check that all of them label paths
in Figure 5.13 where

1. the edge fron3/6 to 10B is labelled by[1, 01, 2];

2. the edge fron3 /6 to 7/8 is labelled by1, 0¥2, 0k—12];

3. the edge fronT/8 to 5/6 is labelled by[0z, y, 0y] and[z, Oy, z];
4. the edge from0B to 7/8 is labelled by[0, 2¥1, 2¥~11];

5. the loop onl0B is labelled by{0, 20, 1].

@) i

N S

Figure 5.13: Part of Figure 5.11 where there might be soméd ladelled path with only non-right proper
morphisms as labels.

It is easily seen that the labelled paths in Figure 5.13 themately stay in vertex 0B are not valid.
Moreover, the labels of the path of length 2 fréi6 to 5/6 (hence going through/8) are right proper
and equal to

[1,0%2,0F12] o [01, 2,02
[1,0%2,0%12] 0 [02,1,01
[1,0%2,0%12] 0 [1,02,2
[1,0%2,0"712] 0 [2,01,1

1072, 0%712, 10712
105712, 0%2,10%2]
0%2,10k 12, 0F~12]
0~ 12 1072, 0%2]

=1
=1
=1
=1

Similarly, the labels of the path of length 2 fromiB to 5/6 (hence going througfi/8) are right proper
and equal to

[0,2%1,2F11] 0 [01, 2,02

] = [02%1,2% 11, 02711
[0,2%1,2F11] 0 [02,1,01] =

| =

]

[

(027711, 2%1,02%1)
[0,2%1,2F11] 0 [1,02,2] = |
[0,2%1,28 1] 0 [2,01,1] = |

21,0281, 2k 1]
2k=11,02"1, 2%1]
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To our aim, it suffices therefore to add two edges in Figuré:5ahe loop oveb /6 labelled by the first
four morphisms above and one edge frddB to 5/6 labelled by the last four morphisms above, which
corresponds to Table 5.2.

With that modification of Figure 5.11, the proper conditiohRyoposition 5.5 is equivalent to the
condition 1 of the result. For the first condition of Propimsit5.5 (the local one), itis a direct consequence
of all previous lemmas and of the modifications applied'to

1. any finite path going only through the vertex 1 is trivialblid;

2. the condition 2A of the result summarizes what is allowezbading to Lemma 5.19 for vertéx 6;

3. the condition 2B summarizes what is allowed with veftg& according to Lemma 5.21;

4. the edges going to vertex 10 in Figure 4.5 (page 249) haye edified according to Lemma 5.22.

It remains therefore to check the weakly primitive propelttis easily seen that conditions 2i to 2iv are
sufficient for the sequence of morphisms to be weakly pnmitThe proof of the necessary part is rather
long so, once again, can be found in [Ler13, Appendix B]. O

5.8 Links between components

Now that we know how the suffixes of valid paths in each compbnaist behave, it remains to describe
all links between them. To this aim, it suffices to look at thiaph of graphs; (Figure 4.5 page 249)
and, like we did in each component, to study the consequesfcegiven morphismy;  on the sequel
in the directive word. For instance, i there is an edge from 2 to 4 which is labelled by morphisms
7i,, depending on some exponertand/ and that are such thaf;, , , corresponds to the verteR in
Figure 4.4.4. Then, Lemma 5.16 (page 266) states that, deeon k. and/, the graph will evolve
to a graph of type 1, 4, 7 or 8 and 10 (with,, = B) and it provides the morphism coding this
evolution. Consequently, we add edges (if necessary) fraon{2,4B,7/8,10B} labelled byy; o 7.
This yields to themodified graph of graph§’ represented in Figure 5.14 (gray edges are simply those
inner components). Labels of black edges are given belowabte 5.3, Table 5.4 and Table 5.5, we
express in the column “Through” if the morphism is the restila contraction like just explained. In
the previous example, we would write? in the column “Through”, meaning that the morphisms is a
composition ofy;, andr and thaty;, codes an evolution to a Rauzy graph of type 4 such that
corresponds to the vertdxin Figure 4.4.4.

Observe that, since black edges can only occur in a finitequééiny valid path inG’, we do not need
to compute the left conjugates of their labels.

Remark 5.24 It is important to notice that the exponeritand ¢ in morphismsy;, do not always cor-
respond to the integersand? in Lemma 5.16, Lemma 5.21 and Lemma 5.22. Indeed, if forrinsteve
consider the evolution of a Rauzy graph of type 2 to a Rauzytgoaitype 4 as represented in Figure 5.15.
The morphism coding this evolution is eithge” =, 2z, y2*~1z] or [2*z, yz‘x, 2F~'x] for some integers
k and/. But, the circuit®;, 1(0) andd; 1(1) respectively gé& — 1 and¢ — 1 times through the loop.



An S-adic characterization of minimal subshifts with< p(n + 1) — p(n) < 2 279

...................................................

Figure 5.14: Modified graph of graphs.
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To

Through

Labels

Conditions

/

[z, yzx], [yzz, ], [zy, 2y]
xy,zxy][zxy,xy]

4R

y2Fx, 2k, [Fr, y2Fa
k—

[yzkx 2], [F e, g2kl
_1x]

10R

yzFla, 2Fa), [2Fe, y2F
tz, (zy)*2]

(:vy)’%y(xy) 2], [y(zy)
(zy)*z, y(zy)" 2], y(ey)" 'z, (ay)* 2]

4B

z, yz, yza), [y, yzo, yz

4R

[z,
"1z, 252, xyk 1]
[z, ayk 2 2y b2
[zy* 2, gtz y 12]
[Iy’“*lz y 12yt

Vo

0, 120, 20], [0, 10, 210

Wi

01, 1,201], [021, 1, 21

Va

~ ~ ~| —~

02,102, 2], (012,12, 2]

7/8

z,yFzx, (Y Lax)]

)k—l

z, (yZ) yz, ((yz y)]

k>1

4R

2oy, y2F ]
Fa, 2 1g]

k—1>/¢>1

10R

y2le, 2Fx, 2
z, (zy)

y(zy)'z, (zy)* 1

k—1>/¢>0

(zy)*z, y(2zy) 2, y(zy)" 2]

{>k>1

/

xy, zxy, 2y

4R

[2Fx, yzFo, yzF~1a]
[yzFa, 2Fa, 2P 1a]

k>2

10R

y(zy)* 1z, (2y)Fz, (wy)" 7]

k>2

(zy)*z, y(zy)*z, y(zy)" 7]

Table 5.3: Morphisms labelling the black edges startingifgin G’
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5.15.1 Before evolution

Figure 5.15: Evolution of a graph of type 2 to a graph of type 4.
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5.15.2 After evolution

To Through| Labels Conditions
1 / x,1y), [ty, =], [z, yi]
10R xyFi, yFi], [yFi, oyFi] E>1
wy®i, yF ], [y, ey | k> 2
7/8 / [i, vy, 2y L4 k>1
[z, 1%y, iF~1y] k>2
— 10R [xy%i, y¥i, y* 1] k—1>£>0
yFi, wybi, ayt 1] (>k>1
10B / x, iz, 1Y)
10R [wy*=1i, yFi, yF 14 k>2
[y¥i, wyFi, xyF—1d] k>1

Table 5.4: Morphisms labelling the black edges startingif§g in G’

281
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To Through| Labels Conditions
1 4R [:v y,O:v y] [O:C y,xky] k>1
[zF =1y, Oz y] [0aFy, a*~1y]
[I’“y,OI Yy, [02F 1y, 2y
10R | [0(20)*y, (z0)" ] [(20)*y, 0(x0)"y] k>1
[O(Io)k 1y, (IO) yl, [(IO) ,0(z0)"1y]
7/8 / [0, 2F0, 2F yO] k>1
4R [:Céy,Ox y, 02F 1y k—1>/¢>0
[0aty, aby, a1y
10R (z0)%y, 0(x0)*y, 0(z0)*~1y] k>0>0
0( y,(xo)f,(xo)“] (—1>k>0
10B 4R y,O:v y,O:v 1y k>1
0:6 y, zky, a1y
10R (20)Fy, 0(x0)*y, 0(x0)*~1y] E>1
[0(z0)*1y, (ivO)’“y, (z0)"1y]

Table 5.5: Morphisms labelling the black edges startingifdd in G’

5.9 Final Result

Now we can give arS-adic characterization of minimal and aperiodic subshithiirst difference of
complexity bounded by 2. It suffices to put together all whathave proved until now.

Theorem 5.25 Let (X, T') be a subshift over an alphabdtand let
S= {G7D7M7 EOlaEIQ}

be the set of 5 morphisms as defined on page 244. Thef;) is minimal and satisfies < px(n+1) —
px(n) < 2foralln € Nifand only if(X, T') is S-adic such that there exists a contractidn, ) ,en of its
directive word and a sequence of morphigm$,cn labelling an infinite pattp in the graph represented
at Figure 5.14 and such that

1. there are infinitely many right proper morphisms(m,,),,en and for all integersn > 0, I',,

either o, or o'F) and there are infinitely many right proper morphisms and itélg many Ieft
proper morphisms ifil’,, ), en;

2. ifp ultimately stays in compone@t, (resp.Cs, Cy), then the suffix gf that stays in that component
satisfies the conditions of Proposition 5.8 (resp. Proposis.10, Proposition 5.17);

3. if p ultimately stays in compone6;, then the suffiy’ of p that stays in that component satisfies
the conditions of Proposition 5.23 with the following adulital condition: ifp’ starts in7/8, if the
edge preceding’ in p is labelled by some morphism, = [w, w2w§w4,w2w§_1w4] such that
t > 1 corresponds to the greatest number of times that a circuitsgibrough the loopsus in
Figure 5.8.2), ifh is the greatest integer such that ., = [0,10,20] foralli = 1,..., h, thenh is
finite anda,,+ 1,11 can bein{[0, 1], [1,0]} if and only if |u1 |+ A (|u1 |+ v1|) > |ua|+ (= 1)(|uz| +
|va);
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Proof: The last thing that remains to prove is that all morphigip$elong toS*. To avoid long decom-
positions, we define the following morphisms®f. Forz,y € {0,1,2}, D, ,, (resp.Gy ., M, ) is the
morphism that maps to zy (resp. toyz, to y) and let the other letters unchanged. The morphism
exchanges andy.

Now we can compute all decompositions. The morphisms liziggthner edges in componends and
(5 are easily seen to belong&d. Hence, we can restrict ourselves to those labelling eshgemmnponents
C1 andCy and labelling the black edges in Figure 5.14. Furthermbeeghly morphisms that really need
some computation are those that depend on some expdnents Observe that the conditions é&mand
£ given below are sometimes not restrictive enough; a givpa tyorphism might label different edges,
but the conditions ok and¢ can be different for these edges. The conditions we conbiglerare taken
to be the most general ones.

When having a look at the concerned morphisms in Propositibn, Table 5.1, Table 5.2, Table 5.3,
Table 5.4 and Table 5.5, we see that there is an int&gsuch that all of them can be written under the
formo o 7, wheres € SSX andr is one of the following morphisms (up to a permutation of tinages)

[z, 472, y*a), k> 2
[,y 2,471 2], k>1

[z, zyFz, 2y 1], k>1
[yzx,zyk:r, zyFlx), kE>£>0
[yk:v zy x, zyk Ly, k>1

[

vylz,yFz, bz, k>0>0k+0>1

For instance, the morphispa(zy)‘z, (zy)*z, (xy)*~12] in Table 5.3 can be written

Dmnymyy[xyzz, ykz, ykilz].

Thus, all we have to do is to compute the decompositions opthegious morphisms, as well as the
decomposition of their respective left conjugates whew thest (except fofz, yz*z, yz*~1z] that only
occurs as label of black edges, where it is useless to carisftieonjugates). We obtain

[xy:z:yk L

[z, 2y*, 2yt~

[wyzy iz

] = Mz,zGl;,;lDy,Z[xvyaZ]
] = M, sz_leyz[:zr,y,z]
| = GY'Dyley Ay, 2]

[z, zyFx, 2yF 196] = Dfﬂyle,sz@DZ@[:C,y,z]
[y bo, zyFa, 2y* 196] = Df;/*lGﬁ,yGy, Dy D, [z, y, 2]
[ ]

]

]

]

]

wyt wzyt w2yt = G szilDe Gyl y, 2
[ykzzr zyfz, 2yt la] = Gk 1D Gz :D; 4y, 2,
[ o vzl

G, sz 1Dk T, Y, 2
= D.,D,.G:, 1Dy,z[x Y,z
= G.,G..DE'Gy [y, 2

a:y xzy , TZY

[xyzyzy 1z

k—1

z]
]
z]
z]
Z]

[zzy’, 2y, 2y
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which concludes the proof. O

Remark 5.26 Up to now, Theorem 5.25 is stated in such a way that we havesio tkack of the Rauzy
graphs to be able to compute the length of some patlandp, in Figure 5.8.1 anduy, us, v; andwvs in
Figure 5.8.2. This can actually be avoided by expressingahengths only using the first morphisms of
the directive word. Indeed, jf is a valid path inG’ (labelled by(«,, )nen) and if p’ is a prefix ofp ending

in 5/6 (resp. in7/8), then the length® | and |p2| (resp. |u1], |uz|, |v1]| and|vz|) can be expressed only
with the label(a, )o<n<n Of p’. The interested reader can find the calculation in [Ler13p&pdix C].

To obtain the exact complexitiggn) = 2n or p(n) = 2n + 1, it suffices to impose respectively that
p(1) = 2 0rp(l) = 3and that foralln > 1, p(n + 1) — p(n) = 2. This can be expressed by the fact the
Rauzy graphs cannot be of type 1 (because these graphs hbatign+1) — p(n) = 1). Consequently,
one just has to impose that the patbf the theorem does no go through vertex 1 except in somecpkati
cases depending on the lengths|, |us|, |v1], |ve2|, |p1| and|pa|.

Corollary 5.27 A subshift( X, T') is minimal and has complexifyn) = 2n (resp.p(n) = 2n + 1) for
all n > 1if and only if it is anS-adic subshift satisfying Theorem 5.25 and the followinditahal
conditions:

1. either the patlp of Theorem 5.25 starts in vertex 2, or, it starts in vertex il ap labels the edge
to vertex7/s;

2. in Condition 2B of Proposition 5.23 and in Condition 3 ofebnem 5.25, the inequality
lur| + A(Jur| + |o1]) = Juz| 4 (€ = 1)(Juz| + |v2])
is replaced by
lur| + A(Jur| + |o1]) = fuz| 4+ (€ = 1)(Juz| + |v2])
and in that caseq,, 1, +2 must label the edge frointo 7/8;

3. in Condition 2B of Proposition 5.23, the inequality | > |p2| is replaced byp:| = |pa|.
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