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**Abstract**—Real-time systems have become ubiquitous, and many play an important role in our everyday life. For hard real-time systems, computing correct results is not the only requirement. In addition, these results must be produced within pre-determined deadlines. Designers must compute the worst-case execution times (WCET) of the tasks composing the system, and guarantee that they meet the required timing constraints. Standard static WCET estimation techniques establish a WCET bound from an analysis of the machine code, taking into account additional flow information provided at source code level, either by the programmer or from static code analysis. Precise flow information helps produce tighter WCET bounds, hence limiting over-provisioning of the system. However, flow information is difficult to maintain consistent through the dozens of optimizations applied by a compiler, and the majority of real-time systems simply do not apply any optimization.

Vectorization is a powerful optimization that exploits data-level parallelism present in many applications, using the SIMD (single instruction multiple data) extensions of processor instruction sets. Vectorization is a mature optimization, and it is key to the performance of many systems. Unfortunately, it strongly impacts the control flow structure of functions and loops, and makes it more difficult to trace flow information from high-level down to machine code. For this reason, as many other optimizations, it is overlooked in real-time systems.

In this paper, we propose a method to trace and maintain flow information from source code to machine code when vectorization optimization is applied. WCET estimation can benefit from this traceability. We implemented our approach in the LLVM compiler. In addition, we show through measurements on single-path programs that vectorization not only improves average-case performance but also WCETs. The WCET improvement ratio ranges from 1.18x to 1.41x depending on the targeted architecture on a benchmark suite designed for vectorizing compilers (TSVC).

---

**I. INTRODUCTION**

Real-time systems are increasingly present in every aspect of our lives. To be correct, these systems must deliver their results within precise deadlines. Designers of such systems must compute Worst-Case Execution Times (WCET) of the various tasks composing these systems, and guarantee that they meet the timing constraints. For critical systems, missing a deadline may have catastrophic consequences, WCET bounds must be strict upper bounds of any possible execution time [1].

To be more useful, WCET bounds should be as tight as possible, i.e. the estimated WCET should be as close as possible to the real WCET. This avoids over-provisioning processor resources, and helps keep the overall cost low.

WCET bounds must be calculated at machine code level, because the timing of processor operations can only be observed at this level. However, knowledge of flow information, that can more easily be obtained at source code level than at binary level, helps obtaining tight bounds. Flow information is for example loop bound information (the maximum number of times a loop iterates) or information on infeasible paths (paths that are structurally feasible but will never be executed whatever the input data). Flow information may be extracted automatically from source code by static analysis, but it may also be manually inserted by application developers and domain specialists.

Compilers translate the high-level source code written by programmers into machine code fit for microprocessors. During this process, modern compilers apply many optimizations to deliver more performance for specific architecture and instruction sets. Because some of these optimizations significantly modify the program control flow, flow information extracted at source code level might not be correct anymore at the binary code level. If loops bounds are considered as example of flow information, considering the same loop bound at binary code level may lead to overestimated WCETs (for example when the loop is unrolled by the compiler), may not make sense (if the loop can be fully unrolled and disappears from the binary) or worse, lead to underestimated WCETs (for loop re-rolling for instance). Thus, to be safe, flow information has to be continuously updated, the transformation depending on the semantics of each actual optimization.

There have been a number of research studies on how to trace flow information within optimizing compilers for WCET estimation. Many standard optimizations are supported so far, but we are not aware of any work focusing on vectorization. This is the focus of this paper.

Vectorization has been popularized by the Intel Pentium processor for multimedia applications with the MMX family. The key idea consists in applying the same operation (arithmetic, logic, memory access) to multiple data at once (SIMD – single instruction, multiple data). They have become increasingly important in many fields, e.g. video games, 2D/3D graphics, scientific computation, and in the context of hard real-time systems, signal processing applications (sound, images, video). All silicon vendors have developed their SIMD extensions: SSE and AVX on Intel/AMD processors, ARM’s NEON, PowerPC’s Altivec... The goal of vectorization is to identify code regions that repeatedly apply given operations to consecutive data elements, and to re-arrange the computation to benefit from SIMD extensions.

In most cases, vectorization modifies the program control flow, modifying loop bounds of existing loops, adding new loops and also new if-statements. From a WCET estimation perspective, guessing from the outside what the compiler did...
is far from trivial and error-prone. Relevant flow-information provided at source code level can hardly be exploited as it becomes difficult – if not impossible – to transform and attach to the correct code region. In the best case, control flow may remain identical (no new loop is introduced), but using unmodified loop bounds would be extremely pessimistic, resulting in overestimated WCET.

In this paper, we provide a method to trace flow information through vectorization, enabling complete traceability from source code level to machine code level. The flow information is transformed within the compiler in parallel with code transformation. When the compiler vectorizes the code, the flow information is traced and updated accordingly. Then, the final flow information can be conveyed to WCET analysis tools and used for the WCET calculation. This work builds upon our previous work on traceability of flow information throughout compiler optimizations [2], which so far did not consider vectorization.

We integrated our proposed method into the LLVM compiler infrastructure. For the scope of this paper, our experiments in LLVM will concentrate only on loop bounds as sources of flow information.

In addition, we show through measurements on single-path programs that vectorization not only improves average-case performance but also WCETs. The WCET improvement ratio ranges from $1.18 \times$ to $1.41 \times$ depending on the target architecture on a benchmark suite designed for vectorizing compilers (TSVC).

The paper contributions are threefold:

- We propose a mechanism to trace flow information for a compiler optimization which to our best knowledge was not considered before, namely vectorization;
- The traceability mechanism was integrated into the state-of-the-art compiler LLVM;
- We show using measurements that vectorization does not only reduce average-case execution times but also reduces worst-case execution times. The experimental results we provide do not directly validate our method, but rather motivates the need to use vectorization in hard real-time systems.

Note that our objective is not to assess or improve the quality of vectorization. Instead, we consider an existing implementation of vectorization and we add the capability to trace flow information such that it also helps improving WCET.

The remainder of the paper is organized as follows. Section II describes the WCET calculation method used, and gives an overview of our framework for tracing flow information. Section III presents the main contributions of our work. It first introduces vectorization technology and details how flow information is traced with our framework during vectorization, independently of the compiler framework. The implementation within the LLVM compiler infrastructure is then introduced. Experimental setup, results and their analysis are presented in Section IV. Related work is surveyed in Section V. We finally conclude with a summary of the paper contributions and plans for future work.

II. BACKGROUND: WCET CALCULATION AND TRACEABILITY OF FLOW INFORMATION

This section presents the WCET calculation technique used throughout the paper (§ II-A) and gives an overview of the framework we are using for tracing flow information (§ II-B), in which vectorization was integrated.

A. WCET calculation methods

WCET calculation methods can be classified into two categories: static and measurement-based methods [1]. Static methods calculate WCETs, without any execution, based on the analysis of the set of possible control flow paths from the code structure. We use the most common static WCET calculation method for WCET calculation: implicit path enumeration technique (IPET) [3]. IPET extracts control flow graphs (CFG) from binary code, and models the WCET calculation problem as an Integer Linear Programming (ILP) system by combining the flow information in the CFG and additional constraints specifying flow information that cannot be obtained directly from the control flow graph (e.g. loop bounds, infeasible paths).

An example CFG is shown in Figure 1. The nodes $N$, representing basic blocks, are depicted as circles in this figure. The edges $E$ are the arrows representing possible flows between basic blocks. This example can be expressed as:

$$\text{CFG} = \{N, E\}$$

$$N = \{P, A, B, C, E\}$$

$$E = \{P \rightarrow A, A \rightarrow B, B \rightarrow C, C \rightarrow A, C \rightarrow E\}$$

For this CFG, the ILP system in Figure 2 can be used to calculate the WCET. In this system, for basic block $i$, $f_i$ represents its execution count and $T_i$ represents its worst-case execution time. In order to calculate the WCET, the objective function should be maximized. Flows in the CFG are constrained by structural constraints extracted from the CFG in which $f_{ij}$ represents the execution count of the edges from basic block $i$ to $j$.

Some additional constraints are added to express additional information on the flow of control (loop bounds, infeasible paths). They are added manually or obtained using static analysis tools. The most simple form of additional constraints is the relation between execution counts of basic blocks and
Objective function
\[ \sum_{i \in CFG} f_i \times T_i \]

Structural constraints
\[
\begin{align*}
 f_D &= 1 \\
 f_{PA} + f_{CA} &= f_{AB} = f_A \\
 f_{AB} &= f_{BC} = f_B \\
 f_{BC} &= f_{CA} + f_{CE} = f_C 
\end{align*}
\]

Additional constraints
\[ f_B \leq X_{max} \]

Fig. 2: WCET calculation using Implicit Path Enumeration Technique (IPET)

loop bounds (maximum number of iterations of loops), which is mandatory for WCET estimation.

Loop bounds are essential flow information. For the scope of this paper, by loop bounds we mean the maximum execution count of any node in the loop body, regardless of the position of the exit testing node(s). We consider local loop bounds, which represent the maximum iteration number of a loop for each entry. A loop bound is represented as follows:

\[ \{L_x, \{l_{bound}, u_{bound}\}\} \]

\( L_x \) denotes the loop identifier and \( l_{bound} \) and \( u_{bound} \) represent respectively the minimum and maximum number of iterations for loop \( L_x \).

B. Transformation framework

In this subsection, we introduce our transformation framework that traces flow information from source code level to machine code level when the compiler optimizations are applied. This framework was first introduced in [2] and is extended in this paper to support vectorization optimizations.

The principle of the framework is to define primitive transformation rules, whose objective is to transform flow information jointly with CFG modifications. There are three basic rules for transforming flow information: change rule, removal rule and addition rule.

- Change rule.
  This rule is used when the compiler optimization changes the execution counts of basic blocks, or changes loop bounds. When the optimizations substitute \( \beta \) for \( \alpha \), we express it as \( \alpha \rightarrow \beta \).
  This rule contains two cases:
  One case is the change of the execution count of a basic block. In this case, \( \alpha \) is \( f_i \), with \( i \) one of the basic blocks in the original CFG. \( \beta \) is then an expression \( \{C + \sum_{j \in \text{newCGF}} M \times f_j\} \). In this expression, \( C \) is a constant and \( M \) is a multiplicative coefficient, that can be either a non-negative integer constant, an interval \([a, b]\) or an interval \([a, +\infty)\) with both \( a \) and \( b \) non-negative constants.

\[
\begin{align*}
\text{for} \ (i=0; \ i<X; \ i++)\{ \ \\
& a[i]=a[i]+d; \ \\
& \text{if } (c[i]>0) \ b[i]=a[i]+e; \ \\
& \text{else } b[i]=a[i]-e; \ \\
\text{for} \ (i=X; \ i<X+Y; \ i++)\{ \ \\
& \text{if } (c[i]>0) \ b[i]=a[i]+e; \ \\
& \text{else } b[i]=a[i]-e; \ \\
& \end{align*}
\]

(a) Source code

(b) Code after spreading

(c) Original CFG

(d) CFG after spreading

Fig. 3: The CFG of loop spreading example.

Here, we use the CFG of two loops after the application of loop spreading as an example to demonstrate the rule. Loop spreading minimizes the parallel execution time by moving some computations from one loop to another. The modifications of source code and the CFG are shown in Figure 3. Figure 3a and Figure 3b give the source code before and after loop spreading, whereas Figure 3c and Figure 3d show their corresponding CFG. In the Figure 3c, basic blocks \( F \) and \( G \) are the branches in the loop, and an additional constraint is added for them: \( f_{F'} \geq 2 \times f_G \), which means that the execution count of \( F \) is always no less than twice \( G \). The two loops have different loop bounds and have a dependence (array \( a \) is written by the first loop and read by the second loop), so they cannot be fused directly. Loop spreading is needed to move some iterations of loop body of \( L_y \) to \( L_x \). The optimization divides node \( F \) into \( F' \) and \( F'' \), and same to \( G \). So the rules should be \( f_F \rightarrow f_{F'} + f_{F''} \) and \( f_G \rightarrow f_{G'} + f_{G''} \). With the original constraint and rules, we can derive the new constraint \( f_{F'} + f_{F''} \geq 2 \times (f_{G'} + f_{G''}) \).
Another case is the change of a loop bound caused by a compiler optimization. \( \alpha \) is a loop bound constraint \( L_x (l_{\text{bound}}, u_{\text{bound}}) \), with \( L_x \subseteq \text{original CFG} \). \( \beta \) is \( L_x' (l_{\text{bound}}', u_{\text{bound}}') \) with \( L_x' \subseteq \text{new CFG} \) and \( l_{\text{bound}}' \) and \( u_{\text{bound}}' \) new loop bounds which should be non-negative integer constants or any expression resulting a non-negative integer.

We still take the loop spreading as the example. In Figure 3, the loop bound of \( L_x \) reduced from \( X + Y \) to \( Y \), so the transformation rule for loop bound should be \( L_y (X + Y)_{\text{min}}, (X + Y)_{\text{max}} \rightarrow L_y (Y)_{\text{min}}, (Y)_{\text{max}} \).

With this updated loop bound, we can derive that the execution count of all new basic blocks in this new loop should be no greater than \( Y_{\text{max}} \).

- **Removal rule.**
  This rule is used to express that a basic block or a loop was removed from the CFG by an optimization. Since this rule is never used in the following vectorization optimizations, we will not explain it in detail. More information can be found in [2].

- **Addition rule.**
  This rule is used when any new objects (basic block or loop) are added to the CFG by an optimization. For example, if a new loop \( L_y \) is introduced into the new CFG and its loop bounds are known, a new constraint \( L_y (Y)_{\text{min}}, (Y)_{\text{max}} \) which involves the new loop bounds is added.

For each compiler optimization, a set of associated transformation rules (change, removal, addition) are defined in agreement to the CFG modifications. When the optimization pass is called, the corresponding rules are applied to transform flow information accordingly.

### III. Vectorization and Traceability of Flow Information for WCET Calculation

#### A. Vectorization

Vectorization is a compiler optimization that transforms a scalar implementation of a computation into a vector implementation [4], [5]. It consists in processing multiple data at once, instead of processing a single data at a time. All silicon vendors now provide instruction set extensions for this purpose, and usually referred to as single instruction, multiple data (SIMD). Examples of SIMD instruction sets include Intel’s MMX and iWMMXt, SSE, SSE2, SSE3, SSSE3, SSE4.x and AVX, ARM’s NEON technology, MIPS’ MDMX (MAdMaX) and MIPS-3D. The vectorization factor (VF) defines the number of operations that are processed in parallel, and is related to the size of the vector registers supported by the target architecture and the type of data elements. For 128-bit vectors (as in SSE and NEON), and the common types defined by the C language, VF ranges from 2 to 16.

Vectorization is a complex optimization that reorders computations. Certain conditions must be met to guarantee the legality of the transformation. Parallel loops, where all iterations are independent, can be obviously vectorized. More generally, a loop is vectorizable when the dependence analysis proves that the dependence distance is larger than the vectorization factor. As an example, consider the loops of Figure 4.

- The loop on the left part of the figure is parallel (assuming arrays A and B do not overlap). The data elements written by an iteration are not written or read by any other iteration. This loop is safe to vectorize.

- Conversely, the loop shown on the right part of Figure 4 has a dependence of distance 1: values written at iteration i are read at iteration i+1. Processing these iterations in parallel would violate the dependence, and hence the loop cannot be vectorized.

Compilers usually contain a dependence test to identify the independent operations. For example, \textit{LoopVectorizationLegality} in LLVM checks for the legality of the vectorization.

Modern vectorization technology includes two methods: Loop-Level Vectorization and Superword Level Parallelism (SLP) [6]. They aim at different optimization situations.

1) **Loop-level vectorization:** Loop-level Vectorization operates on loops. In the presence of patterns where the same scalar instruction is repeatedly applied to different data elements in a loop, the loop-level vectorizer rewrites the loop with a single vector instruction applied to multiple data. The number that determines the degree of parallelism of data elements is the vectorization factor. Figure 5 is an example of loop vectorization. VF in this example is 4, which means that in the vectorized version, four elements will be processed in one instruction in parallel. In the meantime, the loop bound is also divided by 4. Besides, an epilogue loop is created when the loop trip count is not known at compile time to be a multiple of VF, to handle remaining iterations.

Through this example, we can observe that the loop bounds (MAXITER in Figure 5) have changed after vectorization. If the original loop is known to iterate at most \( N \) times, the vectorized loop iterates at most \( M = \lceil N/4 \rceil \), and the epilogue at most 3 times \((VF - 1)\). Note that keeping the original loop bound for the first loop would be safe, but extremely pessimistic. Not being able to assign a bound to the second loop, however, would make the calculation of the WCET impossible. This toy example shows that flow information will be affected, and this part is the emphasis in the following of this paper.

2) **Superword level parallelism:** Superword level parallelism (SLP) focuses on basic blocks rather than loop nests. It combines similar independent scalar instructions into vector instructions. Consider the example of Figure 6. The three instructions in the function perform similar operations, only the operation elements are different (\( r, g, b \)). The SLP vectorizer analyzes these three instructions and their data dependence, and combines them into a vector operation if possible.

The SLP vectorizer first derives the SIMD data width supported by the target architecture. It then checks that the elements written by an iteration are not written or read by any other iteration. This loop is safe to vectorize.

<table>
<thead>
<tr>
<th>( \text{for} (i=0; i&lt;n; i++) )</th>
<th>( \text{for} (i=1; i&lt;n; i++) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{</td>
<td>{</td>
</tr>
<tr>
<td>\quad A[i] = B[i] + 2;</td>
<td>\quad A[i] = A[i-1] + 2;</td>
</tr>
<tr>
<td>}</td>
<td>}</td>
</tr>
</tbody>
</table>

Fig. 4: No dependence & loop-carried dependence

\footnote{Vectorization is performed at the intermediate code level. The example is given at source code level for readability. In the example \( A[i : i+3] \) expresses that the four array elements at indices \( i \) to \( i+3 \) are processed in parallel.}
statements have the same operations in the same order (memory accesses, arithmetic operations, comparison operations and so on). If so, these statements can be vectorized as long as the data width of the new superword does not exceed the SIMD data width.

Because SLP only focuses on basic blocks, it has no effect on the CFG and the flow information. We transparently handle this optimization in our transformation framework and in the implementation. Thus the rest of this paper focuses on loop-level vectorization.

B. Flow fact traceability for loop-level vectorization

The example of loop-level vectorization expressed at the source code level has been given in Figure 5. The corresponding modifications of the CFG are illustrated in Figure 7. In this figure, X in the left part is the loop bound of original $L_X$ ($X_{\text{min}}$ is the lower bound, whereas $X_{\text{max}}$ is the upper bound). The vectorization factor can be given as an input or decided by the compiler. Through vectorization, the scalar instructions within the loop body $B$ are replaced with the corresponding vector instructions which constitute the new loop body $B'$.

The example in this figure is a general case. When the loop bound is not known to be a multiple of VF, an epilogue loop is created to process the remaining iterations. Otherwise, the new loop is not needed, or equivalently the loop bound of the new loop is zero. Through the figure, we can observe that the structure of CFG (structure of loops, basic blocks) changes significantly, and the loop bounds of these two loops in the new CFG are also totally different from the original one.

Given the categorization of the transformation rules in Section II-B, this optimization requires the application of both the change rule and the addition rule. The change rule is needed because of the change of the structure and loop bound of loop $X$. The addition of the new loop requires the addition rule. The set of rules describing the flow transformation of vectorization is given below.

\begin{verbatim}
for (i=0; i<n; i++)
   // MAXITER(N)
   { A[i]=A[i]+2;
   }
for (i=0; i<n-3; i+=4)
   // MAXITER(M)
   }
\end{verbatim}

For the example of loop-level vectorization expressed at the source code level, see Figure 5. For the example of superword level vectorization, see Figure 6.

\begin{verbatim}
typedef struct { char r, g, b } pixel;
void foo(pixel blend, pixel fg, pixel bg,
   float a)
{
   blend.r = a * fg.r + (1-a) * bg.r;
   blend.g = a * fg.g + (1-a) * bg.g;
   blend.b = a * fg.b + (1-a) * bg.b;
}
\end{verbatim}

Fig. 5: Example of loop-level vectorization

\begin{verbatim}
L_x \langle X_{\text{min}}, X_{\text{max}} \rangle \rightarrow L_x \left\langle \left\lfloor \frac{X_{\text{min}}}{VF} \right\rfloor, \left\lfloor \frac{X_{\text{max}}}{VF} \right\rfloor \right\rangle
f_A \rightarrow VF \times f_{A'} + f_{A''}
\end{verbatim}

The first line is the change rule that expresses the change of the loop bounds of loop $X$. The loop bound of the original loop divided by the vectorization factor becomes the new one. The following three lines are change rules. The execution count $f_A/f_B/f_C$ of node $A/B/C$ should be replaced by $VF \times f_{A'}/f_{B'}/f_{C'}$. The only difference is that the operations in $B'$ are vector operations, but the ones in $A'/C'$ are still scalar operations. The final line is an addition rule that expresses the addition of loop bound for the newly created epilogue loop.

To validate the correctness of the transformation rules for vectorization, we have applied them on a large set of benchmarks (those used in Section IV). We have manually verified that the flow information generated by our framework corresponds to the vectorized code generated by the compiler.

C. Implementation in the LLVM compiler infrastructure

We integrated our framework in the LLVM compiler infrastructure [7], version 3.3. The LLVM compiler infrastructure is designed as a set of modular and reusable compiler and toolchain technologies. As shown in Figure 8, three phases constitute LLVM: Clang (compiler front-end), Opt (LLVM optimizer) and CodeGen (compiler back-end). Clang is in charge of parsing and validating the C/C++ code and translating it from C/C++ code to the LLVM Intermediate Representation (IR). Opt consists of a series of analyses and optimizations which are performed at IR level. CodeGen produces native machine code.
An important part of the LLVM system is the LLVM Pass Framework. A pass performs an action (transformation, optimization or analysis) on the program.

On Figure 8, there are two external components, depicted as yellow boxes: loop bound estimation tool and WCET estimation tool. The former derives loop bounds from the source code. Loop bounds are traced throughout the optimization passes. The WCET estimation tool calculates the WCET from the binary code, in which modified loop bounds have been generated. The input/output format of our framework (portable flow fact expression language FFX [8]) are generic enough to be usable for a large range of loop bound estimation tools and WCET estimations tools.

Theoretically, our transformation framework transforms any flow information expressed as linear constraints. However, for the implementation within LLVM compiler, we focus on tracing only the loop bounds which are the most important information for vectorization.

The loop bounds generated by the loop bound estimation tool are stored in a new object called WCETInfo. WCETInfo is in charge of flow information storage and it is initialized from the source code. It maps loops to the corresponding code. Different optimizations have different effect on WCETInfo. Each optimization is responsible for updating the map to keep it consistent with its code transformations. Whenever this is too complex, or impossible, an optimization or analysis) on the program.

Pass Framework. A pass performs an action (transformation, unrolling) on the program, and modifies the flow information, we must thus consider the effect of both transformations.

Loop unrolling replicates the loop body UF times (UF stands for unrolling factor). Loop unrolling is known to reduce the cost of branches and to increase instruction-level parallelism. Unrolling applying jointly with vectorization can also generate more independent instructions. Vectorization as defined in LLVM is depicted in Figure 9.

Compared to Figure 7, the differences are that UF appears, because of the joint application of unrolling and vectorization. The loop body B is replicated \( VF \times UF \) times for each loop iteration after the vectorization, and the new loop bodies \( B_1 \ldots B_{UF} \) are the vector operations transformed from the original scalar loop body according to the vectorization factor. The transformation rules corresponding to Figure 9 are:

\[
L_X \langle X_{\min}, X_{\max} \rangle \rightarrow L_X \left\langle \frac{X_{\min}}{VF \times UF}, \frac{X_{\max}}{VF \times UF} \right\rangle
\]

\[
f_A \rightarrow (VF \times UF) \times f_A' + f_A
\]

\[
f_C \rightarrow (VF \times UF) \times f_C' + f_C''
\]

\[
f_B \rightarrow VF \times (f_B + \ldots + f_{BUF}) + f_B''
\]

\[
L_Y \langle 1, VF \times UF - 1 \rangle
\]

![Fig. 9: The CFG of loop-level vectorization in LLVM. The left part of the figure shows the original CFG, whereas the right part shows the vectorized one.](image)

The first line is also a change rule that expresses the change of the loop bound of loop \( X \). But, here the loop bound of the original loop divided by the product of vectorization factor and unrolling factor becomes the new one. Another difference is about nodes \( B_1 \ldots B_{UF} \). Unlike node \( A/C \), each of these nodes is the same and contains vector operations, and they are replicated by unrolling. \( f_B \) should be replaced as \( VF \times (f_{B_1} + \ldots + f_{BUF}) + f_B'' \).

IV. Experiments

A. Methodology

Our framework, implemented in the LLVM compiler version 3.3, traces loop bound information through optimizations, including vectorization. The compiler emits optimized assembly code, along with up-to-date loop bounds to characterize all encountered loops. The final part of the process consists in providing the annotated programs to a static WCET analyzer to obtain execution time bounds.

Unfortunately, the WCET estimation tools we have access to (Heptane [9] and Otawa [10]) do not currently support SIMD instruction sets. We thus relied on measurements on actual hardware to collect real execution times. Our benchmarks were restricted to single-path programs to guarantee that we are not impacted by path coverage issues. Note that we use measurements only due to the lack of support for SIMD instructions in our WCET estimation tools. Loop bound information is correctly traced through the compiler in all cases.

Execution times in our experiments are measured using the C library function \( clock() \), that returns the number of clock ticks elapsed since the program was launched. We ran each benchmark five times on a completely unloaded system (executing only the operating system and the benchmark under study), and we report the highest observed value. Observed execution times are very stable: the standard deviation for

\[^2\text{We do not foresee any overwhelming difficulty in adding support for SIMD instructions in WCET estimation tools. However, this was done for time constraints, and left for future work.}\]
most benchmarks is less than 0.3 s (for the benchmarks whose runtime ranges from 8 s to 50 s) and 1 s (for the benchmarks whose runtime ranges from 50 s to 650 s) on ARM. It is less than 0.03 s (for the benchmarks whose runtime ranges from 1.8 s to 10 s) and 0.1 s (for the benchmarks whose runtime ranges from 10 s to 475 s) on Intel. The observed standard deviations indicate that the operating system activities have no evident effect on the result.

B. Experimental setup

We evaluate the impact of vectorization by using the two following benchmark suites:

- **TSVC.** TSVC stands for Test Suite for Vectorizing Compilers, developed by Callahan, Dongarra and Levine [11]. It contains 135 loops. It has been extended by the Polaris Research Group at the University of Illinois at Urbana-Champaign [12] and contains 151 loops now. In this paper, we use the modified version included in the LLVM distribution. We restricted our experiments to the 112 single-path programs of TSVC.

- **Gcc-loops.** Gcc distributes a set of loops collected on the GCC vectorizer example page. It is now also one of the LLVM test suites and we can test it in LLVM compiler. We restricted our experiments to the 15 single-path programs in this benchmark suite.

These two benchmark suites are test suites for vectorizing compilers and as such are loop-intensive programs.

We selected the following two different setups for measuring WCETs:

**ARM:** For the first target, we choose a Panda Board equipped with an OMAP4 ARMv7 processor (v7l) running at 1.2 GHz. It features the advanced SIMD ISA extension NEON. The NEON vectors used in our experiment are 128-bit vectors. The size of L1 instruction cache and data cache are both 32 KB. The size of L2 cache per core is 256 KB and L3 cache is 6 MB. The operating system is Ubuntu 12.04.5. Besides, we made sure to turn off Turbo Boost to guarantee the same execution circumstances for every measurement [13] (Turbo Boost Technology can automatically allow processor cores to run faster than the rated operating frequency if they are operating below power, current, and temperature specification limits). The Intel Architecture usually is not used in real-time systems. We use it only to denote the effect of vectorization optimizations on different architectures and do not claim it is predictable enough to be used in real-time systems.

In LLVM, VF (vectorization factor) and UF (unrolling factor) can be specified by the user or decided by the compiler. The latter is better in most situations, because they are selected by using a cost model. So in the following experiments, we let LLVM choose VF and UF.

Note that loop vectorization and loop unrolling change the code size and the code memory layout. Thus, on architectures with caches, these optimizations impact both average-case and worst-case performance. This explains the subtle variations of WCETs (mostly positive, but sometimes negative) that we observed and report hereafter.

C. Experimental results

1) Impact of vectorization on WCET: We first measure the WCET obtained with all LLVM optimizations at level -O3 (which enables the vectorizer) for TSVC on ARM and Intel architectures. Then, we evaluate the impact of vectorization optimization by manually disabling the vectorization (-O3 -fno-vectorize) (in this situation loop unrolling is still enabled).

Figures 10 and 11 report on WCET improvements for respectively TSCV on ARM and TSCV on Intel. Reported numbers are the WCET improvement ratios brought by vectorization (WCET\textsubscript{no-vec}/WCET\textsubscript{vec}). There is one bar per TSVC benchmark; the X-axis gives the number of the benchmark. Here, not all single-path benchmarks are shown. Only the benchmarks which are affected by vectorization on ARM or Intel architecture are presented. Each figure also reports the average WCET improvement ratio for all benchmarks (including those not affected by vectorization).
It immediately appears that the WCET of many TSVC benchmarks does not improve when turning on vectorization (WCET improvement ratio is 1, hence not shown on figure). This comes from the nature of TSVC, whose objective is to stress vectorizing compilers. Many kernels could simply not be vectorized by LLVM, regardless of our addition for traceability. In those cases, the vectorizer fails, and flow information is simply left unmodified.

a) TSVC and ARM Architecture: Figure 10 shows the impact of vectorization on WCET for the ARM architecture and single-path benchmarks in TSVC.

As mentioned before, not all benchmarks benefit from vectorization. Only a little more than 1/4 of them have a significant WCET improvement ratio, averaging $1.18 \times$.

Theoretically, the WCET improvement ratio could reach 4: these benchmarks manipulate arrays of type float, and the NEON instruction set can operate four elements at the same time. However, the results show that the improvement ratio is around 2 in most cases. The main factors limiting performance are related to the memory subsystem: cache misses and available bandwidth. Vectorized code needs to load four times more data for a similar computational intensity, sometimes reaching the maximum physical bandwidth. And when arrays are larger than a cache level (typically L2 in our benchmarks), frequent cache misses also dominate the performance, limiting the improvement ratio.

We can observe that the WCET improvement ratio of benchmarks s4113 and vas is below 1, i.e. vectorization degrades the WCET. In these two benchmarks, the results of computations are written to memory through an indirection (in the form $a[b[i]] = \ldots$), a pattern called scatter. LLVM made the decision to vectorize the loop, despite the fact that NEON can only deal with vectors that are stored consecutively in memory and cannot vectorize indirect addressing. Additional code is needed for the scatter. Unfortunately, the vectorized loop performs worse than the scalar loop.

b) TSVC and Intel Architecture: We run the same experiments on the Intel architecture. As Figure 11 shows, the LLVM vectorizer results in higher WCET improvement ratio on Intel; the average WCET improvement ratio is $1.41 \times$ compared with $1.18 \times$ on ARM.

Overall, the WCET improvement ratio due to vectorization is larger on Intel than on ARM. For most benchmarks, the improvement ratio is closer to 4. However, Intel is occasionally impacted by the same factors as ARM. For example, s1111 has a scatter pattern, and necessary scalar instructions limit performance; vag, also has indirect addressing. In s25l, s125l and other similar benchmarks, the performance increase is limited by the cache size: in these benchmarks, the overall size of all accessed arrays is larger than the L2 cache. The improvement ratio of benchmarks s49l and 4117 is below 1, for the same reason as s4113 and vas on ARM: sequences of scalar instructions needed for scatter/gather patterns offset the benefits of vectorization. Finally, the improvement ratio of s176 is above 4: the loop is perfectly vectorized, and LLVM also applied loop unrolling, further increasing performance. We manually disabled loop unrolling and observed that the ratio drops below 4, as expected.

c) Gcc-loops: We measure the WCETs on the single-path codes from Gcc-loops on both Intel and ARM architecture. Results are presented on Figure 12 (ARM) and Figure 13 (Intel). As before there is one bar per benchmark in the benchmark suite, and the y-axis gives the WCET improvement ratio obtained when turning on vectorization.

In Figure 13, we can observe that there are 7 benchmarks whose improvement ratio is above 4. Except for E25, the reason for these benchmarks is the same as s176 in TSVC: loop unrolling is applied and increases performance. In the case of E25, the high ratio is also due to a particularly poor sequential code which can be confirmed with the Intel Architecture Code Analyzer [14]: the generated sequential code results in many more micro-operations than the vectorized loop.

Through these figures, we can make similar observations as on TSVC. Vectorization reduces WCETs, and does this more effectively on Intel architecture.

V. RELATED WORK

WCET estimation methods have been the subject of significant research in the last two decades (see [1] for a survey). Comparatively less research was devoted to WCET estimation in the presence of optimizing compilers. Early research was first presented by Engblom et al. [15]. They propose an approach to derive WCET when code optimizations are applied. Compared with their not powerful structure, we can handle most LLVM optimizations, including vectorization.
Later, Kirner et al. [16], [17] present a method to transform flow information from source code level to machine code level. The SATIrE [18] system is designed as a source-to-source analysis tool to map source code annotations to the intermediate program representation. Then it is used to build a WCET analysis tool by Barany et al. [19]. This tool can transform the flow information in the source code level to the WCET analysis on different levels. These methods all rely on source-to-source transform, while we focus on traceability within the compiler, down to the code generator.

Raymond et al. [20] integrate an existing verification tool to check the improvement of the estimated WCET from high-level model to C, and then binary code. Our work not only is intended to complement theirs, but also focuses on vectorization now.

Huber et al. [21] propose an approach based on a new representation: control flow relation graph. Their approach relates intermediate code and machine code when generating machine code in compiler back-ends. In contrast to them, we focus on optimizations including vectorization performed at the intermediate code level.

Finally, the framework [2] proposed by Li et al., that served as a basis for this paper, provides a method to trace and maintain flow information from source code to machine code even with compiler optimizations.

Our research has similar objectives than all these previous work, but to our best knowledge, no previous work was able to trace vectorization in optimizing compilers.

Another related research is WCC\(^6\). WCC (WCET-aware compilation) focuses on the optimizations for WCET minimization instead of ACET minimization.

In our work, we do not aim at defining optimizations that decrease the WCET. Instead, we are using standard optimizing compilers, that optimize ACET, and focus on traceability of flow information.

The performance of vectorization has been studied extensively. Maleki et al. [22] evaluate three main vectorizing

compilers: GCC, the Intel C compiler and the IBM XLC compiler. They evaluate how well these three compilers vectorize benchmarks and applications. The introduction and evaluation of vectorization optimization in LLVM is presented in [23]. That document introduces the usage of vectorizers in LLVM through examples, and gives performance numbers of the LLVM vectorizer on benchmark gcc-loops as compared to GCC. Further evaluation of vectorization is given by Finkel in [24]. In this document, the benchmark TSVC is used to test the vectorization with LLVM as compared to the GCC vectorizer.

Compared with the above documents, we focus on the WCET as a performance metric instead of average-case performance. Except our work, to our best knowledge there is no work studying the impact of vectorization on WCET.

VI. CONCLUSION

Designers of real-time systems must compute the WCET of the various interacting tasks to guarantee that they all meet their deadlines. Computed WCET bounds must be safe. To avoid over-provisioning systems, they should also be tight. High level flow information helps producing tight estimates. Unfortunately, this information is difficult to trace through complex compiler optimizations, and designers often prefer disabling optimizations.

Vectorization has become a mature and powerful optimization technique that can deliver significant speedups. However, it severely impacts the control flow of the program, making traceability of flow information challenging, and it is therefore not used in real-world systems.

In this paper we proposed an approach to trace flow information from source code to machine code through an existing implementation of vectorization. When the vectorizer changes the structure of CFG, the flow information available at source code level is maintained and updated, such that the final WCET analyzer has enough information for the WCET calculation. We implemented this framework in LLVM compiler. Experimental results with measured WCETs show that vectorization is highly beneficial for real-time systems as well: we are able to improve WCET, on average by 1.18× on ARM/NEON and 1.41× on Intel SSE on a benchmark suite designed for vectorizing compilers (TSVC).

Integrating support for SIMD instruction sets in WCET estimation tools is part of our future work. Another direction for future work is to implement the traceability mechanisms such that portability to a different compiler or to different compiler versions is eased.
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