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Sequential state estimation for electrophysiology
models with front level-set data using

topological gradient derivations

A. Collin?, D. Chapelle and P. Moireau

Inria Saclay Ile-de-France, MΞDISIM Team, Palaiseau, France

Abstract. We propose a new sequential estimation method for making
an electrophysiology model patient-specific, with data in the form of
level sets of the electrical potential. Our method incorporates a novel
correction term based on topological gradients, in order to track solutions
of complex patterns. Our assessments demonstrate the effectiveness of
this approach, including in a realistic case of atrial fibrillation.
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1 Introduction

Our objective in this paper is to propose an effective strategy for performing
estimation in an electrophysiology model with data in the form of level sets
of the electrical potential, as e.g. with isochrones of the depolarization front
reconstructed in electrocardiographic imaging [15, 9]. Estimation is a crucial step
for obtaining a personalized model – typically for a patient – that can be used for
predictive purposes, with a view to providing diagnosis and prognosis assistance
in the clinics [17].

Previous works have already considered the issue of state and/or parameter
estimation in electrophysiology models, see e.g. [14, 12, 9] and references therein.
Here, we depart from most existing works by proposing an estimation method of
so-called sequential type, namely, consisting in a dynamical system obtained by
incorporating in the original model a correction taking into account the discrep-
ancy between the current simulation and the data. Sequential estimation – or
data assimilation – methods have already been shown to be extremely effective
for a variety of models and data, including in cardiac modeling applications with
real data [2], albeit must be adapted to each category of model and data of con-
cern. In our case, we will consider a bidomain model [5], without resorting to
any model reduction or transformation – e.g. into eikonal-curvature equations
– and address the issue of devising a sequential estimation method well-suited
to the above type of data, including in cases where multiple fronts with little
structure are present in the solution, as typically in fibrillation scenarii.
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In the next sections we present in sequence the problem setting (Section 2),
the proposed estimation methodology (Section 3), and detailed assessment re-
sults including a realistic complex fibrillation case (Section 4), before providing
some conclusions.

2 Problem setting

2.1 Model

We consider the surface bidomain model proposed in [4], particularly well-suited
to the atria very thin walls [7]. This model is posed on the midsurface of the
wall S, and the primary unknowns are the extracellular potential ue and the
transmembrane potential u. Hence, the intracellular potential reads ui = u+ue.
For all t > 0, we seek (u, ue) with

∫
S ue dS = 0 such that, for all (φ, ψ) with∫

S ψ dS = 0,
Am

∫
S

(
Cm

∂u

∂t
+ Iion(u)

)
φdS +

∫
S

(
σi ·

(
∇u+ ∇ue

))
·∇φdS

= Am

∫
S
IappφdS,∫

S

(
(σi + σe) ·∇ue

)
·∇ψ dS +

∫
S

(
σi ·∇u

)
·∇ψ dS = 0.

(1)

Here, the positive constant Am denotes the ratio of membrane area per unit
volume, Cm is the membrane capacitance per unit surface, Iion(u) a reaction
term representing the ionic current across the membrane and also depending on
local ionic variables satisfying additional ODEs – in our case we use the ionic
model of [8] – and Iapp a given prescribed stimulus current, when applicable. We
define the intra- and extra-cellular diffusion tensors σi and σe by

σi,e = σti,eI + (σli,e − σti,e)
[
I0(θ)τ 0 ⊗ τ 0 + J0(θ)τ⊥0 ⊗ τ⊥0

]
, (2)

where I denotes the identity tensor in the tangential plane – also sometimes
called the surface metric tensor – τ 0 is a unit vector associated with the local
fiber direction on the atria midsurface, and τ⊥0 such that (τ 0, τ

⊥
0 ) gives an

orthonormal basis of the tangential plane. The functions I0(θ) = 1
2 + 1

4θ sin(2θ)
and J0(θ) = 1 − I0(θ) represent the effect of an angular variation 2θ of the
fiber direction across the wall. A typical physiological simulation of the model is
presented in Fig.1 in a healthy case, with the parameters given in Table 1. For
details on the modeling formulation and parameter calibration we refer to [4, 7],
and also to [16] where this model was used in the atria for numerical simulations
of complete realistic electrocardiograms.

2.2 Data of interest

We assume in this work that the patient-specific depolarization front is measured,
as is the case when isochrones are available. From a mathematical standpoint,



Table 1. Conductivity parameters (all in S.cm−1) and maximal conductance gNa in
the different atrial areas (all in nS.pF−1) with RT = regular tissue, PM = pectinate
muscles, CT = crista terminalis, BB = Bachman’s bundle, FO = fossa ovalis

σt
e σl

e σt
i σl

i gNa (RT) gNa (PM) gNa (CT) gNa (BB) gNa (FO)

9.0 10−4 2.5 10−3 2.5 10−4 2.5 10−3 7.8 11.7 31.2 46.8 3.9

20 60 100 260

y

Fig. 1. Atrial electrical depolarization and corresponding synthetic front data

the measurement procedure can be modeled by considering that, for a particular
solution of (1) denoted by (ŭ, ŭe) and associated with patient-specific parameters
and initial conditions, we have at our disposal the time evolution of the front

Γŭ(t) = {x ∈ S, ŭ(x, t) = cth}, (3)

defining cth as a threshold value characterizing the front, and the already traveled-
through region is given by

S in
ŭ (t) = {x ∈ S, ŭ(x, t) > cth}, (4)

up to some measurement noise. These data can be represented as a sequence of
images – denoted by z(t) – that essentially take two different values inside and
outside the traveled-through region. Our objective is to use the image sequence
z(t) to reconstruct the target solution (ŭ, ŭe), in a context where the initial
conditions and some physical parameters are uncertain.

3 Estimation methodology

3.1 Sequential estimation principles

We consider a general dynamical system ẏ = A(y, θ, t), where y is the state
variable, A the model operator, and θ some parameters of interest. In this ab-
stract setting, we consider a specific target trajectory {y̆(t), t > 0} solution of

the model with initial condition y̆(0) = y� + ζ̆y, where y� is a known a priori

whereas ζ̆y is unknown, and assuming the same type of decomposition for the

parameters θ = θ� + ζ̆θ. We further assume that we have at our disposal some
indirect measurements of the target trajectory represented by the observation
variable z(t). Our estimation problem consists in reconstructing the solution

{y̆(t), t > 0} and possibly identifying the parameters θ̆ from the data z(t).



As a prerequisite to any estimation strategy, we must be able to define – at
each time – a similarity/discrepancy measure D(y, z) between the data z and the
state variable y. When D(y, z) vanishes, the state is exactly compatible with the
data. By contrast, when D(y, z) is non-zero, the data indicate that y(t) 6= y̆(t).

To achieve our estimation objective, we adopt a so-called sequential strategy
where we define an observer system – also known as sequential estimator system
– as a new dynamical system of the form{

˙̂y = A(ŷ, θ̂) +By(D,∇yD), y(0) = y�,
˙̂
θ = Bθ(D,∇yD), θ̂(0) = θ�.

(5)

Here, B =
(
By
Bθ

)
is a feedback operator designed with the objective that (ŷ, θ̂)

converge in time to (y̆, θ̆), using only the discrepancy measure available at each

time. When assuming that ζ̆θ = 0, namely, that the model parameters are per-
fectly known, we choose Bθ = 0, and we then focus on the state sequential
estimator, also called state observer. However, when the parameters must also
be identified, the dynamical system (5) defines a joint state-parameter observer.

3.2 State observer using shape derivatives

In this paper, we focus on the design of a state observer using the front data.
Our objective is to extend the state observer introduced in [6], where a more
extensive development of the general methodology is provided, including an ad-
ditional parameter estimation component. Here, our extended observer will also
be compatible with the same parameter estimation strategy.

In [6], the state observer consists in finding for all t > 0 the solution (û, ûe)
with

∫
S ûe dS = 0 such that for all (φ, ψ) with

∫
S ψ dS = 0 we have

Am

∫
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(
Cm

∂û

∂t
+ Iion(û)

)
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))
·∇φdS
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∫
S
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1
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û )
)2)
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(
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)
·∇ψ dS +

∫
S
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σi ·∇û

)
·∇ψ dS = 0.

(6)

Here, we have

Γû(t) = {x ∈ S, û(x, t) = cth} and S in
û (t) = {x ∈ S, û(x, t) > cth},

which is similar to (3) and (4), but computed with the observer solution û, λ > 0
is a constant weighing the confidence in the data, and

C1(S in
û ) =

∫
Sin
û
z dS∫

Sin
û
dS

, C2(S in
û ) =

∫
S\Sin

û

z dS∫
S\Sin

û

dS
. (7)



As discussed in [6] the observer design originates from an analogy with the
dynamical behavior of contours tracking an object in a “Mumford-Shah”-based
segmentation. Indeed, introducing the data-fitting term of the functional in [3]

Ju =

∫
Sin
u

(
z − C1(S in

u )
)2
dS +

∫
S\Sin

u

(
z − C2(S in

u )
)2
dS,

we can show that the observer data correction term in (6), with respect to the
original model (1), corresponds to the shape derivative of Ju given by

∇shJu =
δΓu
|∇u|

((
z − C1(S in

u )
)2 − (z − C2(S in

u )
)2)

,

where δΓu is the single-layer distribution associated with the boundary Γu,
namely, the distribution such that

∫
S δΓu ψ dS =

∫
Γu

ψ dΓ, for all ψ.

In [6], a mathematical justification was given for the convergence of the ob-
server, at least for “reasonably small” errors. Moreover, numerical tests have
demonstrated the effectiveness of this approach, in particular when the target
trajectory corresponds to a simple depolarization wave. However, this observer
is limited in the sense that it can only correct the front Γû that is already present
in the simulation. This means that, if we do not have a propagation front to be
associated with the data, we are not able to compute any observer correction.
Our goal here is to circumvent this limitation, in order to track complex types
of propagation patterns such as fibrillations.

3.3 A new state observer based on the topological gradient

û
ŭ

+� � +� �dJû � (û � c )

Fig. 2. 1D case example: two opposite topological differences between the observer
solution and the data

In order to improve the observer formulation, we intend to follow a strategy
of increasing importance in shape optimization [1] or “level-set”-based image
segmentation [10, 11]. The central idea is to complement the required shape
derivatives, used to modify the shape contours, by a topological derivative that
represents the sensitivity of Ju when removing a small part of the domain.
Following [1], we formally define the topological derivative of our functional by

dJu(S in
u )(x) = lim

x→0

Ju(S in
u \Bρ,x)− Ju(S in

u )

|S in
u ∩Bρ,x|

, ∀x ∈ S in
u ,



Bρ,x denoting a ball of radius ρ and center x. This gives in our case as in [11]

dJu(S in
u )(x) = (z(x)− C1(S in

u ))2 − (z(x)− C2(S in
u ))2. (8)

Then, we incorporate this topological derivative in our observer as a new reaction
term, when we detect a topological difference between the target solution and
the observer solution. In this respect, we follow a simple reasoning inspired from
[10] and summarized by the 1D examples of Fig.2, where we show two opposite
situations of topological differences. We see that in both cases we want to act
only on region II, namely, the region where dJu × (u− cth) is positive. We infer
that we should consider a topological gradient term of the form

∇topJu =

(
1 + sign

(
dJu × (u− cth)

))
dJu,

where the first term selects the region where we want to act(
1 + sign

(
dJu × (u− cth)

))
=

{
0 if x ∈ I ∪ III
2 if x ∈ II (9)

while the topological derivative dJu provides the direction (creation or destruc-
tion, see Fig.2 left and right, respectively).

When incorporating this term in the previous state observer, our new state
observer is defined by: find (û, ûe) with

∫
S ûe dS = 0, such that for all t > 0,

Am

∫
S

(
Cm

∂û

∂t
+ Iion(û)

)
φdS +

∫
S

(
σi ·

(
∇û+ ∇ûe

))
·∇φdS

= −
∫
S

(
λ∇shJû + µ∇topJû

)
φdS +Am

∫
S
IappφdS,∫

S

(
(σi + σe) ·∇ûe

)
·∇ψ dS +

∫
S

(
σi ·∇u

)
·∇ψ dS = 0,

(10)

with λ, µ two strictly positive constants.

4 Results

4.1 1D test case

As a first illustration and assessment, we consider a monodomain version of (1)
coupled with a simple Mitchell-Schaeffer ionic model, in a 1D domain, see [6]. In
Fig.3 we compare the performances of the observer of [6] with those of our new
observer, in a case where the initial condition is shifted in one area (to the left)
and entirely misses another depolarized area (right). Moreover, we show in the
bottom row of Fig.3 the results obtained when adding a Gaussian noise of 30%
in the data – namely, directly added to z(t), here.
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Fig. 3. Comparison of 1D observer based on the shape gradient only (top), and with
topological gradient (middle); topological gradient observer with a Gaussian noise of
30% in the data (bottom)

4.2 Atrial fibrillation example

We proceed to consider a more realistic configuration where we purport to track
an atrial fibrillation starting from a physiologically “healthy” initial condition.
In order to synthetically generate the atrial fibrillation, we use a standard S1-
S2 protocol [5]. The location of the stimulation S2 is near the left pulmonary
inferior vein. Indeed, the pulmonary veins are known to be prone to frequent
re-entries. The S1 stimulus corresponds to a standard sinus stimulation (natural
pacemaker of the heart) at t = 0 and t = 700 ms, corresponding to the cardiac
cycle period considered here. The S2 stimulus is triggered at t = 290 ms. The
results of the simulation of the target atrial fibrillation are displayed in Fig.4
(left column). The figure shows successive time steps between t = 300 ms (note
that before the S2 stimulus the simulation is the same as in the healthy case) and
t = 820 ms, and compares the reference solution with the results obtained with
our observer, and with a direct model simulation undergoing S1 stimulation only
like the observer. We also show in Fig.5 the results obtained when considering
noisy data, in this case Gaussian noise added to the depolarization times, see
the corresponding isochrones in the figure.

5 Discussion

Concerning the 1D simulations, we see in Fig.3 that the original observer of [6]
nicely tracks the first depolarized area, but is completely unable to adapt to the
other area, hence also when the two areas merge. By contrast, our new observer
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Fig. 4. Atrial fibrillation: target solution (left), observer solution (middle) and direct
simulation without data (right)
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Fig. 5. Atrial fibrillation: synthetic front data with noise (left, note that only the first
times of passage after the onset of fibrillation are displayed, for the sake of clarity),
and corresponding observer solutions (right)



very effectively retrieves the complete solution. Moreover, the trial with added
Gaussian noise shows that our method is very robust to a rather high level of
noise, as will be the case with real data.

As regards the atrial fibrillation example, we see in Fig.4 that the observer
very quickly and accurately captures the complex nature of the fibrillation solu-
tion, even though the initial condition of the system was devised to generate a
healthy depolarization. Here again, the sensitivity to noisy data has been further
assessed and confirms the robustness of our approach. Therefore, we can envi-
sion in future works to reconstruct the state solution from real isochrone data,
thereby complementing classical ECGI approaches, as a second step after the
ECGI wavefront inverse problem formulation reviewed e.g. in [5, Section 6.5].

Further perspectives include extending the present observer to perform state-
parameter estimation, which is straightforward using the strategy originally pro-
posed in [13], see also [6]. Of course, our method is also applicable in principle to
3D electrophysiology models – as would be adequate for ventricular electrophys-
iology – albeit directly so only with isochrone surfaces, which is not generally
how actual data are available – more often in the form of lines within outer sur-
faces (epi- and/or endocardium). Therefore some degree of adaptation is needed
to incorporate such clinical data in a 3D observer system. Of course, ultimately
some assessments are required in real clinical cases with actual data.

6 Concluding remarks

We have proposed a new observer for performing estimation in an electrophys-
iology model with data in the form of level sets of the electrical potential. Our
method builds up on a previously-proposed observer based on shape derivatives,
and incorporates a new term based on the topological gradient concept, in order
to allow the tracking of solutions of complex topological structures, as e.g. in
fibrillation cases. Our assessments have demonstrated the effectiveness of this
approach, including in a realistic case of atrial fibrillation. We also emphasize
that our approach is conceptually general, hence it can be applied to other mod-
els of propagative reaction-diffusion type – as e.g. for wild-fire propagation – in
a very straightforward manner.
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funding from the European Union’s Seventh Framework Programme for research,
technological development and demonstration, under grant agreement #611823
(VP2HF Project).
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