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Abstract. We focus on the problem of analyzing corpora composed of
irregularly sampled (multi-rate) heterogeneous temporal data. We pro-
pose a novel convolutive multi-rate factorization model for extracting
multi-modal patterns from such multi-rate data. Our model builds up
on previously proposed multi-view (coupled) nonnegative matrix factor-
ization techniques, and extends them by accounting for heterogeneous
sample rates and enabling the patterns to have a duration. We illustrate
the proposed methodology on the joint study of audiovisual data for
speech analysis.
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1 Introduction

The last decade has witnessed a rapid growth in the size of available data. Thanks
to the current technological infrastructure, massive amounts of data are contin-
uously produced and the cost of storing this massive data gets cheaper everyday.
This growth in the size of the data has brought new scientific challenges.

One major challenge is handling the data-heterogeneity. Data are often col-
lected in different modalities (e.g., audio, video, text, etc.) at different time
instances. Combining different but related data can improve estimation and pre-
diction performance drastically, provided the different modes of the data contain
sufficiently rich information and a proper model is established for jointly mod-
eling these modes.

Various research fields have focused on the data-heterogeneity problem, such
as transfer learning [9], multiple-kernel learning [3], and coupled factorizations [14].
Each of these fields has different application-specific objectives (such as increas-
ing classification acuracy or separation performance) and therefore approach the
problem from slightly different perspectives. A common theme in these works
is modeling a collection of observed matrices {Vn}Nn=1 by using a factorization
model:

Vn(l, t) ≈ V̂n(l, t) =
∑
k

Wn(l, k)H(k, t). (1)
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Fig. 1. Illustration of the proposed model (MULTICONV). The blocks represent the
matrices and the tensors that appear in the model. The shaded blocks are observed,
whereas the other ones are latent. The arrows visualize the dependency structure.

Here, Vn denotes the different modes of data, where each Vn is modeled as the
product of a dictionary matrix Wn and an activation matrix H. In this mod-
eling strategy, each mode n has its own dictionary Wn but their corresponding
activations are shared among all modes, making the overall model coupled.

When different modes of the data contain temporal information, alternative
factorization models can be proposed [12, 2]. In this study, we will consider the
non-negative matrix factor deconvolution (NMFD) model [12], where the tem-
poral information is incorporated through convolution:

Vn(l, t) ≈ V̂n(l, t) =
∑
k,p

Wn(l, k, p)H(k, p− t). (2)

Here, the dictionary tensors Wn have temporal axis (p) that enables the dictio-
naries to encapsulate temporal information.

This modeling strategy has yielded many practical applications, when there
is only one observed matrix (i.e., N = 1). However, when there are multiple
observed matrices, this model requires all modalities Vn to be synchronized tem-
porally. However, in practice, different modes of the data are often collected with
different technologies. Therefore, they are usually sampled at different sampling
rates, which we call ‘multi-rate’ data. In this study, we propose a novel convo-
lutive factorization model that is able to model multi-rate multi-modal data. In
the sequel, we will describe the model in detail and present a practical inference
algorithm to estimate the parameters of the model. We illustrate the proposed
method on the joint decomposition of audiovisual data for speech analysis.

2 The MULTICONV Model

In this section, we describe our model in detail. We assume that we observe N
matrices {Vn}Nn=1 with nonnegative entries, each one of them being of size
Ln×Tn, where Ln and Tn are the dimensions of each sample and the number of
samples for modality n, respectively. For instance, V1 can be the magnitude or
power spectrogram of audio data, where each column might contain the spectrum
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of a single audio frame, and V2 can be video data where each column contains the
vectorized version of an image. Our objective is to jointly model different modal-
ities {Vn}n when their sampling rates are different, yielding possibly different
number of samples Tn. Without loss of generality, let us assume that the modal-
ities are sorted by decreasing number of samples, so that T1 ≥ · · · ≥ TN . Finally,
let T0 ≥ T1 be an arbitrary integer, corresponding to the number of samples in
some absolute time reference, where sampling is regular and achieved at a high
precision. For concision, a sample index t of modality n will be written t ∈ Tn.
Note that, even though we assume all the observed data to be matrices, it is
straightforward to extend the model where any Vn can be a tensor.

We will model each Vn by using an NMFD model. In order to accurately
model patterns with a temporal structure, they will be taken as lasting Pn
samples in modality n. A typical choice for Pn in the case of constant sampling
rates is to enforce patterns to have the same absolute duration through different
modalities, picking an arbitrary P0 as the absolute duration of the patterns, and
then choosing:

∀n, Pn =

⌈
P0Tn
T0

⌉
, (3)

where d·e is the ceiling function.

The first important issue we face is to establish a temporal correspondence
between the samples observed through the different modalities. The difficulty on
this point is that not only the different sampling rates may be different, they may
also be varying over time or even be irregular. In full generality, we introduce a
link tensor Λn for each modality, of dimension Tn × Pn × T0 × T0. In essence,
Λn (t, p, τ, τ ′) is high whenever time instants t and t−p in Tn correspond to refer-
ence samples τ and τ − τ ′ in T0. For instance, assume that all sampling frequen-
cies are constant and equal. Then, we can pick Λn (t, p, τ, τ ′) = δ (t, τ) δ (p, τ ′)
with δ (t, t′) = 1 iff t = t′ and 0 otherwise. If sampling frequencies fn are constant
but unequal, we can for instance pick:

Λn (t, p, τ, τ ′) ∝ δ (bf1te , bfnτe) δ (bf1pe , bfnτ ′e) , ∀n (4)

where b·e is the rounding function and ∝ denotes equality up to a normalizing
constant. Indeed, we assume in the sequel that Λn is normalized so that:

∀t, p ∈ Tn,
∑

τ,τ ′∈T0

Λn (t, p, τ, τ ′) = 1, ∀n (5)

With the link tensors Λn in hand, we can describe the actual model that
decomposes the observations as the sum of only a few multi-modal patterns.
For this purpose, we introduce a latent activation matrix H (k, t), with fixed
dimension K × T0, i.e. with the resolution of the reference time line T0. Finally,
observation Vn is modeled as the superposition of the K patterns, activated over
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time through convolution, given as follows:

Vn (l, t) ≈ V̂n (l, t) =

K−1∑
k=0

Pn−1∑
p=0

Wn (l, k, p)
∑

τ,τ ′∈T0

Λn (t, p, τ, τ ′)H (k, τ − τ ′)︸ ︷︷ ︸
Hn(k,t−p)

.

(6)
where Hn is the temporally adjusted activations for each modality Vn. Fig.1
illustrates the model.

3 Inference

Once we observe {Vn}n, our aim is to estimate the parameters Θ = {{Wn}n , H}
and thus to find the multi-modal patterns as well as the way they are activated
over time that best permits to account for the observed data {Vn}n. For this
purpose, we choose the parameters that minimize a cost function C (Θ), which
is taken as the sum of a data-fit JV (Θ) and a regularization term ΨH (Θ) for
the activations H:

Θ̂ = argmin
Θ

C (Θ) = JV (Θ) + ΨH (Θ) . (7)

In our setup, the data-fit criterion in (7) is taken as the sum over all the data
of a scalar (element-wise) cost-function:

JV (Θ) =
∑
n

λn

Ln,Tn∑
l,t

dn

(
Vn (l, t) ‖V̂n (l, t)

) ,
where dn (v‖v̂) is the particular cost function used for modality n and λn > 0
is a scalar indicating the global importance of a good fit for modality n. It
assesses the similarity between one of the elements v from the observation and
the corresponding element v̂ from the model (6).

We allow for the cost-function to differ from one modality to another, mainly
because observation noise may have strongly different physical origins depending
on the modality. In this work, we will assume that dn belongs to the family of β-
divergences, that is defined as follows:

dβ(v||v̂) =
vβ

β(β − 1)
− vv̂β−1

β − 1
+
v̂β

β
(8)

This divergence is the squared Euclidean distance for β = 2, and it can be
extended by continuity at β = 1 and β = 0 to coincide with the Kullback-Leibler
and Itakura-Saito divergences, respectively.

The term ΨH (Θ) in (7) permits to enforce some additional constraints con-
cerning the activations H. In our context, sparsity is relevant and means that
we expect most activations to be close to 0, and only occasionally to bear a sig-
nificant magnitude. Sparse regularization for NMF has been the topic of many
studies [4, 11, 7] and here, we pick the `1 norm over H as a sparsity-enforcing
criterion [5].
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3.1 Multiplicative updates

To update the parameters Θ so as to minimize a given cost function C (Θ),
such as C = JV + ΨH , we adopt a Majoration-Equalization approach, through
Multiplicative Updates (MU) that was first presented in [6] and whose proofs
for convergence were recently given in [1] for the β-divergence JV with β ∈
[0, 2]. The MU methodology may be described as follows. First, we compute
the derivative of C (Θ) with respect to any one Θi of the parameters and then
express it as the difference of two nonnegative terms:

∂C

∂Θi
(θ) = Gi+ (θ)︸ ︷︷ ︸

≥0

−Gi− (θ)︸ ︷︷ ︸
≥0

. (9)

In our case, this is easily done for the data fit and regularization functions JV
and ΨH chosen here. Then, instead of adopting a classical gradient descent for Θi,
we update it multiplicatively through:

Θi ← Θi
Gi− (Θi)

Gi+ (Θi)
. (10)

When applied to C = JV +ΨH , (10) leads to the following multiplicative updates
for the parameter Θi:

Θi ← Θi

∑
n,l,t λnV̂n (l, t)

βn−2 Vn (l, t) ∂V̂n(l,t)
∂Θi

+∇−Θi
ΨH (Θ)∑

n,l,t λnV̂n (l, t)
βn−1 ∂V̂n(l,t)

∂Θi
+∇+

Θi
ΨH (Θ)

. (11)

These update rules are applied iteratively until convergence.

4 Experiments

4.1 Dataset and experimental setup

In this paper, we apply the MULTICONV model to the extraction of multi-
modal patterns in the MRI-TIMIT database [8]. This corpus features real time
Magnetic Resonance Imaging (rtMRI) data along with the corresponding audio,
for 10 different speakers, 5 males and 5 females, each one of them recorded while
uttering 460 sentences from the MOCHA-TIMIT database [13].

This corpus hence consists of synchronized rtMRI and audio recordings. The
rtMRI (video) has an image resolution of 68 × 68, with a sampling rate of 23
frames per second. Each image corresponds to a mid-sagittal slice of a speaker.
The corresponding audio is sampled at 20kHz. For analysis, the audio was split
into frames of 128 samples (6.5ms), with an overlap of 50% between adjacent
frames. The resulting Short-Term Fourier Transform (STFT) has hence a fram-
erate of 312 frames per second. One of the excerpt of the database is depicted
on figure 2.
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audio spectrogram

rtMRI frames

Fig. 2. Excerpt of the MRI-TIMIT database. Speaker F3, ’It was easy for us”. Audio
is sampled at 20kHz, rtMRI at 23 frames per second.

Our objective here is to extract meaningful articulatory audio-visual pat-
terns, or primitives, from the MRI-TIMIT database by using the MULTICONV
model. In this respect, the current study goes further in the direction undertaken
by the pioneering work presented in [10], that focused on the same objective,
but exploited the rtMRI modality only. Furthermore, while [10] also integrated
sparsity constraints in the activations, these constraints were slightly different
than those considered here and do not lead to straightforward multiplicative
updates.

4.2 Results

The MULTICONV model was fitted on the MRI-TIMIT data for speaker F1
(sentences 1-25), using the Kullback-Leibler divergence both for the audio and
rtMRI data. We chose to estimate K = 25 patterns having a duration of about
380ms. After two hundred iterations, we recover both the patterns and their
underlying activation vectors. For the audio modality, the template is a spec-
trogram, while it is a short video for the rtMRI modality. Nine patterns are
displayed in figure 3, where the average of the rtMRI modality is represented,
for conciseness.

Interestingly, the joint convolutive modeling clearly isolates some parts of
the rtMRI data, thus automatically locating the main places of articulation.
In figure 3 for instance, we clearly see that the lips are identified as moving
together, thus being important parts of the same pattern. However, the main
interest of the MULTICONV model is to also automatically relate these places
of articulation with a corresponding audio spectrogram, even if the sampling
frequencies of these modalities are very different.

Notwithstanding the interest of performing such an unsupervised analysis of
multi-modal data, the qualitative use of these results by professional linguists is
made difficult by the lack of phonological information. Indeed, it seems natural
to associate each pattern to a phoneme, and learning the MULTICONV model
would then amount to estimating the best rtMRI and associated spectrogram for
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Fig. 3. Nine multi-modal patterns learned with the MULTICONV model on the MRI-
TIMIT dataset.

each phoneme. To achieve this, we simply need to make use of a transcription
and adapt the model so that the activation of each pattern-phoneme is zero
except at the beginning of all occurrences of the phoneme. We leave this for
future work.

5 Conclusion

Multi-view data analysis is concerned with corpora composed of heterogeneous
items from different modalities, such as audio, video, images or text. In most
studies, either all modalities are assumed perfectly synchronized or the phe-
nomenon under study is intrinsically non-temporal, such as images or textual
documents. In those cases, a joint analysis in effect often boils down to data
concatenation. In this paper, we have proposed the MULTICONV model, to ex-
tract multi-modal patterns from the joint analysis of data-streams that exhibit
different or even non-constant frame-rates, and that capture different aspects
of the same phenomenon. This model builds on previously proposed multi-view
Nonnegative Matrix Factorization techniques (NMF), but significantly extends
them by both accounting for heterogeneous sample rates and by enabling pat-
terns to have a duration, which proves fundamental in the study of datasets that
are relative to temporal phenomena. In practice, we propose a convolutive multi-
rate NMF model, where temporal patterns are activated simultaneously over the
different modalities through a shared underlying activation stream. The multi-
rate problem is addressed by the incorporation of a reference time scale, which
subsumes many different sampling scenarios and permits to bind the modalities
together. We illustrated the proposed methodology with a preliminary analysis
of an audio-visual corpus of speech data.
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