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Abstract

We consider the time-harmonic problem of the diffraction of an incident propagative mode by a localized

defect, in an infinite straight isotropic elastic waveguide. We propose several iterative algorithms to compute

an approximate solution of the problem, using a classical finite element discretization in a small area around

the perturbation, and a modal expansion in unbounded straight parts of the guide. Each algorithm can

be related to a so-called domain decomposition method, with or without an overlap between the domains.

Specific transmission conditions are used, so that only the sparse finite element matrix has to be inverted,

the modal expansion being obtained by a simple projection, using the Fraser bi-orthogonality relation. The

benefit of using an overlap between the finite element domain and the modal domain is emphasized, in

particular for the extension to the anisotropic case. Numerical validations for two- and three-dimensional

configurations for both isotropic and anisotropic media, are finally presented.

Keywords: elastic waveguide, diffraction, modal expansion, domain decomposition method, iterative

methods

1. Introduction

The development of non destructive testing techniques using ultrasonic guided waves (see [23] and the

references herein) motivates the improvement of existing numerical methods of simulation. In particular,

efficient methods are required to compute the scattering of guided waves by arbitrary defects in elastic

waveguides. Classically, the waveguide is supposed to be infinite and perfectly uniform, except in a bounded

area containing the defect. A natural objective is to reduce the finite element computations to a region as

closed as possible to this perturbed area. The difficulty is then to handle the artificial boundaries of the

finite element domain in order to avoid spurious reflections. This is an old problematic [13] which has been

satisfactorily solved in case of scalar equations, but still raises open questions for vectorial equations arising

in electromagnetic or elastic waveguides. For scalar problems, two classes of methods can be used. Let us

explain for each of them what are the specific issues when considering elastic waveguides.

A first class of methods consists in putting on each side of the perturbed area a perfectly matched ab-
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sorbing layer (PML), so that the computed diffracted field almost vanishes at the end of the layer. This

technique is easy to integrate in commercial codes (no specific implementation is needed) and leads to solve

a classical sparse linear system. Unfortunately, it is well-known that PMLs do not work in elastic waveguides

[34] because of the existence in some range of frequencies of inverse modes, whose group and phase velocities

are of opposite signs. In such configuration, the PMLs do not select the correct outgoing solution. A remedy

has been proposed and analyzed in [6] where the physical solution is reconstructed a posteriori by combining

several wrong fields computed with PMLs. An alternative consists in using adiabatic viscoelastic absorbing

layers [8] which are not perfectly matched but are sufficiently large to avoid spurious reflections. The main

drawback of this approach is its cost since very large layers are required to get accurate results. Also let

us point out that absorbing layer techniques (perfectly matched or not) require a fine adjustment of some

parameters, which may limit their systematic use in an industrial context. Let us finally mention a more

recent method for elastic waveguides based on Hardy space infinite elements [26].

A second possibility consists in using the modal decomposition of the field outside the perturbed area

to derive transparent boundary conditions on the artificial boundaries of the finite element domain. The

advantage is that such conditions are exact (and with an exponentially small error at the discrete level if

enough modes are kept in the modal expansion). Different ways to implement such conditions have been

proposed in the literature. In [36, 37], a formulation involving both finite elements and modal unknowns is

derived, while only one type of unknowns in generally kept, modal unknowns in [24, 17] and finite elements

unknowns in [4]. For the latter, the difficulty is due to a lack of orthogonality of the displacement fields as-

sociated to elastic modes. As a consequence, it is not possible to obtain a diagonal expression of the natural

Dirichlet to Neumann operator (relating the normal stress to the displacement) in elastic waveguides. An

alternative has been proposed in [4] (see [2] for more details and [5, 3] for applications), where the authors

derived transparent boundary conditions relating hybrid displacement/stress vectors. This work is based

on a bi-orthogonality relation, mixing displacement and stress components (which has been derived first by

Fraser in 2D [11] and then extended to the 3D case [18]). Let us point out that a scalar Lagrange multiplier

has to be introduced on the artificial boundaries, because these transparent conditions are not naturally

compatible with the variational formulation in the perturbed area. The method is very accurate but requires

a specific heavy implementation and leads to a partially dense linear system. Such system can be difficult

to invert, in particular for elastic 3D configurations. Moreover, this approach cannot be used to the general

anisotropic case.

In our work, we intend to gather advantages of both classes of methods. In other words, we would like

to design a method using transparent boundary conditions based on modal expansions and such that only

simple and sparse systems have to be inverted. A natural idea is to use iterative algorithms instead of direct
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ones to solve a system involving transparent boundary conditions. This idea has been already applied to

several problems set in unbounded domains [14, 15, 16]. A main feature is that the system to invert (or

equivalently the preconditioner) is chosen as a sparse part of the complete system. As a consequence, the

dense part of the matrix coming from the non-local transparent condition is involved only in the matrix-

vector product step. It is also instructive to relate these iterative algorithms to domain decomposition

methods. The specificity is that only two subdomains are introduced, a bounded one and an unbounded

one where the equation can be explicitly solved, using an analytical representation (a modal expansion or

an integral representation for instance). Different algorithms are derived by modifying the transmission

conditions between the two-subdomains, which can overlap or not. This is now well known that this type of

algorithms does not converge in general for time harmonic wave equation [16] but they can be used to design

a preconditioned Krylov methods like GMRES [32]. The main criterion to discriminate between different

algorithms is the rate of convergence of the associated GMRES algorithms.

In the present paper, we want to adapt these ideas to the case of elastic waveguides, which has not been

considered in the literature. Combining such point of view with the ideas of [4], we derive new families of

modal transparent boundary conditions. The benefit of adding an overlap is emphasized. Besides classical

effects (for instance improvement of the convergence rate of associated iterative algorithms), it allows the

construction of a particularly efficient transparent boundary condition in Section 7. Last but not least, this

condition can be used for anisotropic waveguides. This is the main contribution of the paper.

The paper is organized as follows. In Section 2, the main notions concerning elastic modes are summa-

rized and the solution of a given boundary value problem in a semi-infinite straight waveguide is derived.

A first domain decomposition method, without overlapping, is introduced in Section 3. The three subdo-

mains are two semi-infinite straight waveguides and a bounded domain containing the defect. The choice

of the boundary conditions for each subproblem is motivated. This is generalized in Section 4 to a domain

decomposition method with overlapping. The link between domain decomposition methods and transparent

boundary conditions is done in Section 5. The convergence of the Schwarz algorithm is analyzed in Section 6,

first in a simple model case where analytical formulas are available, and then in the general case. It appears

that the convergence cannot be ensured, which leads to consider the previous domain decomposition as a

preconditioner for a GMRES solution. At this stage, all the ingredients are gathered to present and analyze

in Section 2 the so-called modal Outgoing transmission condition which compared to the other condition

collects all the advantages. Two- and three-dimensional numerical results are finally presented in Section 8.
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2. Modal analysis

2.1. Modes classification and Fraser bi-orthogonality relation

Let us consider a homogeneous isotropic elastic waveguide of section S in xs plane - S is a bounded domain

of R (xs = x) in the 2D case or R2 (xs = (x, y)) in the 3D case- and of axis z, which occupies the domain

S × R of R2 or R3. The density of the material denoted by ρ and the Lamé’s coefficients denoted by λ

and µ are supposed to be independent of z, but they may depend on xs. Finally, we suppose that the

waveguide has a stress-free boundary ∂S×R. In time harmonic regime (of pulsation ω), the propagation in

the waveguide is modelized by the following classical equations−divσ(u)− ω2ρu = 0 in S × R,

σ(u) · ν = 0 on ∂S × R,
(1)

where u represents the displacement field (u = (ux, uz) in the 2D case and u = (ux, uy, uz) in the 3D case)

and σ(u) the stress tensor which is related to the strain tensor ε(u) = 1/2 (∇u +∇Tu) by Hooke’s law

σ(u) = λ div (u) Id + 2µ ε(u). (2)

The vector ν denotes the outward unitary normal to ∂Ω.

We remind in this section the convenient formalism introduced in [27, 28, 29] for the 2D case and ex-

tended in [2, 4] to the 3D case. First we denote by us the transverse part of the displacement field u, ts the

transverse part of the axial stress σ(u) · ez, σs the transverse part of the stress tensor and εs the transverse

part of the strain tensor :

in 2D : us = ux, ts = σzx, σs = σxx, εs = εxx,

in 3D : us =

ux
uy

 , ts =

σzx
σzy

 , σs =

σxx σxy

σyx σyy

 , εs =

εxx εxy

εyx εyy

 .
Finally we set tz = −σzz and we define the two vectors

X =

ts

uz

 and Y =

us

tz

 ,
which are hybrid in the sense that they mix displacement field and stress field components.

The modes of the waveguide are solutions of (1) with separated variables of the standard form

u(xs, z) = U(xs) e
ıβz,
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where the function U and the complex number β are respectively the field profile and the propagation

constant of the mode. It can be proved that there is a discrete family of rightgoing modes (βk,U+
k (xs)),

k = 1, 2, · · · , and a corresponding family of leftgoing modes (−βk,U−k (xs)). Among these modes, one can

distinguish a finite number of propagative modes such that βk ∈ R and an infinite set of (possibly oscillating)

evanescent modes such that βk ∈ C\R . For the propagative modes, the direction of propagation is given by

the sign of the group velocity, and for the evanescent modes by the sign of the imaginary part of βk. Then,

by the adopted convention the propagative rightgoing modes verify
∂βk
∂ω

> 0 and the evanescent rightgoing

modes Im(βk) > 0.

We conjecture in this paper that for the evanescent modes, we have

lim
k→+∞

Im(βk) = +∞. (3)

This conjecture is true for the particular case of Lamb’s modes (see for instance [25]).

In terms of X and Y variables, for simple symmetry reasons, the rightgoing and leftgoing modes are of

the form (βk,Xk(xs),Yk(xs)) and (−βk,−Xk(xs),Yk(xs)). As mentioned in the introduction, a difficulty

comes from the fact that the modal transverse displacement fields U±k are not orthogonal in L2(S). But

the modes satisfy however a bi-orthogonality relation, known as the Fraser’s biorthogonality relation (see

[11, 18]), that takes the simple following expression in terms of X and Y variables:∫
S

X`(xs)Yk(xs) dxs = 0 for ` 6= k. (4)

Except at the cutoff frequencies, the modes can be normalized so that we have finally:∫
S

X`(xs)Yk(xs) dxs = δk`.

In the following, we suppose that ω is not a cut-off frequency.

2.2. The half-guide solution

Let us denote by Ω+
a the semi-infinite straight waveguide defined by Ω+

a = S × {z > a}. It will be useful in

what follows to have a simple representation of the solution of equations (1) in Ω+
a for some given data on

the boundary Γ+
a = S × {z = a}.

More precisely, we will look for a solution which is a superposition of rightgoing modes, that we call an

outgoing solution (since rightgoing modes propagate from Γ+
a to infinity). Such explicit solution is not

available for classical boundary conditions, like Dirichlet condition on u for instance. Fraser relation (4)

leads us to consider instead that X or Y is given on Γ+
a .
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Suppose for instance that Y is known on Γ+
a - in other words us and tz = −σzz - and let us denote

by Y+
a this data. Then, assuming some completeness of the modes (see [20]), we can expand Y+

a on the Yk:

Y+
a =

∑
k>0

αk Yk,

and the value of αk can be directly derived by using Fraser relation (4):

αk =

∫
Γ+
a

Y+
a (xs)Xk(xs) dxs.

Finally,

u+(xs, z) =
∑
k>0

(∫
Γ+
a

Y+
a (xs)Xk(xs) dxs

)
U+
k (xs) e

ıβk(z−a), (5)

is the outgoing solution of 
−divσ(u)− ω2ρu = 0 in Ω+

a ,

σ(u) · ν = 0 on ∂Ω+
a ,

Y = Y+
a on Γ+

a .

(6)

Proceeding in the same way and setting

Ω−a = S × {z < −a} and Γ−a = S × {z = −a},

we prove that

u−(xs, z) =
∑
k>0

(∫
Γ−
a

Y−a (xs)Xk(xs) dxs

)
U−k (xs) e

−ıβk(z+a), (7)

is the outgoing solution of 
−divσ(u)− ω2ρu = 0 in Ω−a ,

σ(u) · ν = 0 on ∂Ω−a ,

Y = Y−a on Γ−a .

(8)

Remark 2.1. A similar expansion holds if we impose a condition of the type X = X±a on Γ±a , where X±a

is decomposed on the family Yk(xs). However, to simplify the presentation, we will consider up to Section

7 the case of Y data on Γ±a for solving the half-guide problem.

2.3. The scattering problem

The notion of outgoing waves being introduced, we can define the scattering problem we will study in the

sequel. Let us denote by Ω a locally perturbed waveguide defined by (see Figure 1) :

Ω = Ω−a ∪ Ωa ∪ Ω+
a where Ωa = Ω ∩ {|z| ≤ a}.
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We suppose that Ωa is a bounded domain and Ω is a connected domain. The scattering problem consists in

finding the outgoing solution u of the following equations−divσ(u)− ω2ρu = f in Ω,

σ(u) · ν = 0 on ∂S × R,
(9)

where f is a compactly supported source term whose support is included in Ωa. In accordance with Section

2.2, we say that u is outgoing if it expands on the rightgoing modes in Ω+
a , and on the leftgoing modes in

Ω−a :

u =


∑
k>0 α

+
k U+

k (xs) e
ıβk(z−a) in Ω+

a ,

∑
k>0 α

−
k U−k (xs) e

−ıβk(z+a) in Ω−a ,

(10)

where (α+
k )k and (α−k )k are two sequences of complex numbers. We define the scattering problem by equa-

tions (9-10). We suppose that ω is such that the scattering problem is well-posed.

Moreover, in the rest of the paper, the outgoing behavior of the solution in Ω−a and Ω+
a will be implic-

itly imposed for each problem set in these unbounded domains. So, we will refer to the scattering problem

(9-10) only by (9).

3. A first domain decomposition approach

3.1. A multi-domain formulation

⌦a

⌦+
a

⌦�
a

z = a

z = �a

z�+
a

��
a

S

S

Figure 1: Geometry of Ω and notations

As shown on Figure 1, the domain Ω is decomposed into three parts and thanks to these three domains, we

intend to write a multi-domain formulation of the scattering problem (9) which will be suitable for calcula-

tions. In the unbounded domains Ω+
a and Ω−a , the solution is represented thanks to the modal expansions
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(5) and (7), and in Ωa, since it is a bounded domain, we can use (for instance) a finite elements approxima-

tion of u. Thus, we reformulate the scattering problem (9) with three problems set on the three domains

(Ω−a ,Ωa,Ω
+
a ) which will be coupled by their boundary conditions.

We can straightforwardly prove that u verifies the problem (9) if and only if (u− = u|Ω−
a
, ua = u|Ωa , u

+ =

u|Ω+
a

) are solutions of the equations−divσ(u±)− ω2ρu± = 0 in Ω±a ,

σ(u±) · ν = 0 on ∂Ω ∩ ∂Ω±a ,

−divσ(ua)− ω2ρua = f in Ωa,

σ(ua) · ν = 0 on ∂Ω ∩ ∂Ωa,

(11)

with the transmission conditions  ua = u± on Γ±a ,

σ(ua) · ν = σ(u±) · ν on Γ±a ,
(12)

that ensure the continuity of u and σ(u).ν across the artificial boundaries Γ±a .

The modal expansion of u in the half-guide is expressed in terms of hybrid variables X and Y (see Section

2.2), so it will be useful to notice that the transmission conditions (12) can equivalently be rewritten as Xa = X± on Γ±a ,

Ya = Y± on Γ±a ,
(13)

where Xa (resp. Ya) denotes X(ua) (resp. Y(ua)) and X± (resp. Y±) denotes X(u±) (resp. Y(u±)).

3.2. The associated Schwarz algorithm

The first decomposition domain method was introduced by Schwarz [33] to solve a Laplace problem with non

homogeneous Dirichlet boundary conditions, in a domain Ω which was the union of a disk and a rectangle.

Since the Laplace equation is analytically solvable in a rectangle and in a disk, the key idea was to solve

a Laplace problem iteratively in each domain and to prove that the process converges. Yet, to implement

this process, boundary conditions must be chosen on the part of the boundary of the subdomains (the

disk and the rectangle) not included in the boundary of the whole domain ∂Ω. These choices define the

iterative algorithm. In particular, the rate of convergence of the algorithm is strongly related to these choices.

This approach was extended to more general equations, in particular time harmonic scalar wave equa-

tions [10, 9, 12]. In that case and for a bounded domain, it has been proved that the Schwarz algorithm

converges if Robin type conditions are imposed on the boundary of the subdomains. Yet, if one of the

subdomain is unbounded, ensuring the convergence for the Helmholtz equation is not possible and only

weak convergence can be proved using some relaxation techniques [7, 16].
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In our case, the domain Ω is decomposed into three subdomains (Ω−a ,Ωa,Ω
+
a ) and we consider the fol-

lowing class of iterative algorithms where ua(n) (resp. u−(n)) denotes the solution in Ωa (resp. Ω±) at the

iteration n 
−divσ(ua(n))− ω2ρua(n) = f in Ωa,

σ(ua(n)) · ν = 0 on ∂Ω ∩ ∂Ωa,

Ba(ua(n)) = Ba(u±(n)) on Γ±a ,
−divσ(u−(n))− ω2ρu−(n) = 0 in Ω−a ,

σ(u−(n)) · ν = 0 on ∂Ω ∩ ∂Ω−a ,

B−(u−(n)) = B−(ua(n−1)) on Γ−a ,


−divσ(u+

(n))− ω2ρu+
(n) = 0 in Ω+

a ,

σ(u+
(n)) · ν = 0 on ∂Ω ∩ ∂Ω+

a ,

B+(u+
(n)) = B+(ua(n−1)) on Γ+

a .

(14)

Here Ba, B+ and B− are the operators which define the boundary conditions and whose choice will be

discussed below. We want to choose Ba, B+ and B− so that the algorithm (14) is well-posed and consistent

in the following sense.

Definition 3.1. The iterative process (14) with the associated boundary conditions defined by Ba, B+ and

B− is

• well-posed if each of the three subproblems is well-posed,

• consistent if for any initial data, in case of convergence, the limits are solutions to (11-12).

Obviously, the convergence of the algorithm is also required but this issue will be discussed in Section 6.

As we already explained in Section 2.2, to solve analytically the problems in the two half-guides Ω−a and

Ω+
a , we choose

B±(u±) = Y± on Γ±a ,

(X is also possible, see Remark 2.1). With these choices, the problems set in Ω±a are well-posed, so to prove

that the algorithm is well-posed it suffices to prove that the problem in Ωa is well-posed as well.

In the domain Ωa which contains the defect and the source term, we want to use a finite element method,

so the boundary conditions on Γ±a must be variational. Let us discuss two possibilities.

1. First, in order to have a consistent algorithm, it seems ’natural’ to impose

Ba(ua) = Xa on Γ±a , (15)
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so that, in case of convergence, the transmission conditions (13) and obviously the equations (11) are verified.

For the sake of clarity, let us emphasize that the boundary conditions Ba(ua(n)) = Ba(u±(n)) and B±(u±(n)) =

B±(ua(n−1)) can be rewritten with classical notations as follows (see notation in Section 2.2):(ta(n))s

(ua(n))z

 =

(t±(n))s

(u±(n))z

 and

(u±(n))s

(t±(n))z

 =

(ua(n−1))s

(ta(n−1))z

 . (16)

In particular, the condition (15) is a variational condition since it simply amounts to impose a part of the

stress ts and a part of the displacement field uz (see Appendix Appendix B.1).

Besides, the well-posedness of the subproblem set in Ωa can be proved except for a countable set of eigen-

frequencies, thanks to the following lemma (see the proof in Appendix B.1).

Lemma 3.1. The homogeneous problem
−divσ(ua)− ω2ρua = 0 in Ωa,

σ(ua) · ν = 0 on ∂Ω ∩ ∂Ωa,

Xa = 0 on Γ±a ,

(17)

admits a countable set of eigenfrequencies.

2. A second choice, to have a consistent and well-posed algorithm for all frequencies, is to impose

Ba(ua) = σ(ua) · ν + αua on Γ±a ,

where α is a complex constant. In that case, the algorithm is consistent because if it converges, the

transmission conditions (13) and the equations (11) are verified. Indeed, we can prove the following result.

Lemma 3.2. The relations (12) (or (13)) are equivalent to Ya = Y± on Γ±a ,

σ(ua) · ν + αua = σ(u±) · ν + αu± on Γ±a ,
(18)

for any non-zero value of α.

Proof: The relations (18) can be rewritten as (see the notations in Section 2.2)

Mα


uas

taz

tas

uaz

 = Mα


u±s

t±z

t±s

u±z

 , where Mα =


1 0 0 0

0 1 0 0

α 0 1 0

0 1 0 α

 . (19)
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With the above expression, it is easy to understand that the equivalence between (18) and (13) is ensured

if the matrix M is invertible, which holds for α 6= 0. �

Moreover, we can choose α such that the iterative process is well-posed for all frequencies by

Lemma 3.3. For any value of α such that Imα 6= 0, the problem
−divσ(ua)− ω2ρua = f in Ωa,

σ(ua) · ν = 0 on ∂Ω ∩ ∂Ωa,

σ(ua) · ν + αua = g on Γ±a ,

(20)

is well-posed for any data f and g.

Proof: Let us first prove that the homogeneous problem admits as unique solution u = 0. If the data f

and g are null, then testing our equation with u leads to (see Appendix B.1)

Im

(
a(ua,ua) +m(ua,ua) + α

∫
Γ±
a

|ua|2
)

= Imα

∫
Γ±
a

|ua|2 = 0, (21)

where the bilinear forms a(·, ·) and m(·, ·) have been defined in Appendix B.1.

Thus, we have ua = 0 and σ(ua) · ν = 0 (because σ(ua) · ν + αua = 0) on Γ±a , so by a unique contin-

uation argument [38] we prove that ua = 0 in Ωa. Finally, to prove that the problem (20) admits a solution

for any data f and g, we notice that we can apply the Fredholm alternative and having proved that the

problem has a unique solution, we therefore prove also the existence. �

Let us sum up the two iterative algorithms we have described and their properties:

• First, we have considered 
Ba(ua) = Xa on Γ±a ,

B±(u±) = Y± on Γ±a .

(22)

Algorithm (14-22) is consistent and it is well-posed except for a discrete set of eigenfrequencies by

Lemma 3.1,

• Second, we have considered 
Ba(ua) = σ(ua) · ν + αua on Γ±a ,

B±(u±) = Y± on Γ±a ,

(23)

For any value of α such that Imα 6= 0, Algorithm (14-23) is consistent by Lemma 3.2 and is also

well-posed for all frequencies by Lemma 3.3.
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4. The general domain decomposition approach

A natural generalization of the method proposed in the previous section is to consider that the three domains

Ω−a , Ωa and Ω+
a may overlap. Indeed, it is well known that for elliptic equations in bounded domains, the

decomposition domain techniques have a geometrical rate of convergence which increases with the size of

the overlapping, see [21].

4.1. Overlap and transmission conditions

Let us introduce

Ωb = Ω ∩ {|z| < b} where b− a = l > 0 and Γ±b = S × {z = ±b},

and denote by B±l the overlapping areas between Ωb and Ω±a (see Figure 2). As previously, we have to define

⌦a

⌦�
a

z

��
a

��
b

�+
b

⌦b

B+
l

B�
l

⌦+
a

�+
a

Figure 2: Decomposition of Ω and notations

four transmission conditions but now on the four cross-sections (Γ−b ,Γ
−
a ,Γ

+
a ,Γ

+
b ). We consider a new class

of iterative algorithms defined as follows
−divσ(ub(n))− ω2ρub(n) = f in Ωb,

σ(ub(n)) · ν = 0 on ∂Ω ∩ ∂Ωb,

Bb(ub(n)) = Bb(u±(n)) on Γ±b ,
−divσ(u−(n))− ω2ρu−(n) = 0 in Ω−a ,

σ(u−(n)) · ν = 0 on ∂Ω ∩ ∂Ω−a ,

B−(u−(n)) = B−(ub(n−1)) on Γ−a ,


−divσ(u+

(n))− ω2ρu+
(n) = 0 in Ω+

a ,

σ(u+
(n)) · ν = 0 on ∂Ω ∩ ∂Ω+

a ,

B+(u+
(n)) = B+(ub(n−1)) on Γ+

a ,

(24)

where Bb, B+ and B− are the operators that define the boundary conditions. We will consider two cases,

similarly to the two algorithms previously described :

12



• for the first algorithm, we impose 
Bb(ub) = Xb on Γ±b ,

B±(u±) = Y± on Γ±a .

(25)

• for the second algorithm, we impose
Bb(ub) = σ(ub) · ν + αub on Γ±b ,

B±(u±) = Y± on Γ±a .

(26)

for α such that Imα 6= 0.

For the well-posedness, the iterative algorithm (24-25) is similar to (14-22) and the algorithm (24-26) is

similar to (14-23). Consequently, the process (24-25) is well-posed except for a countable set of eigenfre-

quencies (see Lemma 3.1) and the process (24-26) is well-posed for all frequencies (see Lemma 3.3). The

consistency is not as obvious and is discussed in the next section 4.2.

Remark 4.1. Let us notice that the overlap allows us to consider also the following boundary conditions :
Bb(ub) = Yb on Γ±b ,

B±(u±) = Y± on Γ±a .

(27)

Without overlapping, this case is impossible because it obviously does not lead to a consistent algorithm.

Even if this combination is possible in the overlapping case, we will not study here the corresponding algorithm

since it has exactly the same properties as (24-25).

4.2. The consistency of the algorithms

Without overlapping, to prove the consistency of the algorithm, it suffices to show that the limits satisfy

the transmission relations (12). In the overlapping case, we must prove that the limits ub and u± (in case

of convergence) coincide in the overlapping zones :

Definition 4.1. The algorithms (24-25) and (24-26) are consistent if and only if every solutions of
−divσ(ub)− ω2ρub = f in Ωb,

σ(ub) · ν = 0 on ∂Ω ∩ ∂Ωb,

Bb(ub) = Bb(u±) on Γ±b ,
−divσ(u−)− ω2ρu− = 0 in Ω−a ,

σ(u−) · ν = 0 on ∂Ω ∩ ∂Ω−a ,

B−(u−) = B−(ua) on Γ−a ,


−divσ(u+)− ω2ρu+ = 0 in Ω+

a ,

σ(u+) · ν = 0 on ∂Ω ∩ ∂Ω+
a ,

B+(u+) = B+(ua) on Γ+
a ,

(28)

13



verify the compatibility relations

ub =

u− in B−l ,

u+ in B+
l .

(29)

Let us emphasize that if the two representations ub and u± of the solution in the overlapping areas B±l

verify the relations (29), then, denoting by ua the restriction of ub in Ωa, the functions (u−,ua,u+) are

solutions to (11) and verify the transmission conditions (12). Thus, we recover the definition previously

given of a consistent algorithm (see definition 3.1).

On the contrary, if the problem (28) admits a solution (u−,ub,u+) that does not comply the compati-

bility relation (29), then by taking this solution as initial data of the iterative process (24-25) or (24-26), we

get a stationary solution which does not comply (29) so the algorithm is not consistent.

Considering this definition, it seems natural to focus on the two differences v± = ub − u± in B±l which are

solutions of the following problems set in B−l and B+
l :

−divσ(v±)− ω2ρv± = 0 in B±l ,

σ(v±) · ν = 0 on ∂Ω ∩ ∂B±l ,

Bb(v±) = 0 on Γ±b ,

B±(v±) = 0 on Γ±a .

(30)

If the above problem is well-posed, i.e. v± are necessarily 0, then the algorithm is consistent since the

compatibility relations (29) are satisfied. In particular, choosing Ba and B± as (25) and (26), and using the

same arguments than in the proofs of Lemma 3.1 and Lemma 3.3, we have:

Lemma 4.2. 1. The homogeneous problems (30) in B−l and B+
l with the boundary conditions (25) admit

a countable set of eigenfrequencies. As a consequence, if ω is not an eigenfrequency of (30-25), then

the iterative process (24-25) is consistent.

2. The homogeneous problems (30) in B±l with the conditions (26) have zero as unique solution. There-

fore, we are ensured that for all frequencies, the algorithm (24-26) is consistent.

We will prove now that the converse is true : if ω is an eigenfrequency of the homogeneous problem (30-25)

then the algorithm (24-25) is not consistent in that case. First, let us give the following characterization

of the eigenfrequencies:

Lemma 4.3. The frequency ω is an eigenfrequency of (30-25) if and only if there is k0 such that

βk0 l ≡
π

2
mod (π), (31)
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where βk is the axial wave number of the k-th mode at the frequency ω (see Section 2.2) and l = b − a.

Moreover, the associated eigenfunctions in B±l are proportional to

eıβk0
(z∓a) U+

k0
− e−ıβk0

(z∓a) U−k0 . (32)

Proof: Since the calculations are the same in B−l and B+
l , we will only make them in B+

l . Let v+ be a

solution of (30-25). Due to the regular geometry of B+
l , v+ can be decomposed on the rightgoing and the

leftgoing modes : X(v+)

Y (v+)

 =
∑
k≥0

A+
k e

ıβk(z−a)

Xk(xs)

Yk(xs)

+A−k e
−ıβk(z−a)

−Xk(xs)

Yk(xs)

 ,
where (A−k )k and (A+

k )k are two sequences of complex numbers. By Fraser’s relation (4) and the boundary

condition Y (v+) = 0 on Γ+
a , we must verify for all k

A−k = −A+
k ,

and from the boundary condition X(v+) on Γ+
b , we get

A+
k (eıβkl + e−ıβkl) = 0.

which gives the result. �

For these eigenfrequencies, the algorithm (24-25) is not consistent. Indeed, we prove in Appendix A

the following proposition.

Proposition 4.4. If ω is an eigenfrequency of (30-25), then the limit problem (28-25) admits solutions that

do not satisfy the compatibility relations (29).

Let us summarize the two new iterative algorithms we introduced and their properties :

• the first iterative problem (24-25) has a discrete set of frequencies for which it is not well-posed (see

Lemma 3.1), and a second discrete set of frequencies for which it is not consistent (see Proposition

4.4).

• the second problem (24-26) is well-posed for all frequencies by Lemma 3.3 and also consistent for

all frequencies by Lemma 4.2.

Remark 4.5. The eigenfrequencies of the problem (24-26) and of the corresponding problem (30) are com-

plex because α is complex. However some eigenfrequencies can come closer to the real axis. After discretiza-

tion, the conditionning of the matrix would get worse near these frequencies. We notice again the influence

of the resonances of the boxes. An appropriate choice of the parameter α can address this difficulty (see

Section 8).
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5. From multi-domains formulation to transparent boundary conditions formulation

In the previous sections, we presented four algorithms that iteratively solve the problems set in each subdo-

main Ω−a , Ωa or Ωb and Ω+
a . For all these algorithms, the resolutions in the half-guides Ω±a are direct since

they only require to project the boundary data B±(u±) = Y± on Γ±a on the family of outgoing modes (see

formula (5) and (7)). Thus, thanks to the modal expressions (5-7) of the solution in the half-guides, we can

’eliminate’ the unknowns u± and reformulate the iterative processes only in the bounded domain Ωa or Ωb.

In the following, in order to discuss generally the case without or with overlapping, we will suppose that b

may be equal to a. So, when b = a we will consider that Bb = Ba, Ωb = Ωa and Γ±b = Γ±a .

Definition 5.1. Let us denote by T ±,lY→X , the operator that maps a given data Y± on Γ±a to X± = X(u±)

on Γ±b where u± is the rightgoing solution of (6) and (8) respectively in Ω+
a and Ω−a . It is defined by

T ±,lY→X(Y±) = ±
∑
k>0

(∫
Γ±
a

Y±(xs)Xk(xs) dxs

)
e±ıβkl Xk(xs), (33)

where l = b− a ≥ 0. Similarly, T +,l
Y→R, is the operator that maps Y± on Γ±a to σ(u±) · ν + αu± on Γ±b .

Thanks to these operators, the iterative process (24), with the associated boundary conditions (25) and

(26), can be equivalently rewritten only in the bounded domain Ωb. For example, the problem (24-25) for

l ≥ 0 is equivalent to 
−divσ(ub(n))− ω2ρub(n) = f in Ωb,

σ(ub(n)) · ν = 0 on ∂Ω ∩ ∂Ωb,

Xb
(n) ∓ T

±,l
Y→X(Yb

(n−1)

∣∣
Γ±
a

) = 0 on Γ±b .

(34)

Let us note that this corresponds to an iterative algorithm to solve the direct problem
−divσ(ub)− ω2ρub = f in Ωb,

σ(ub) · ν = 0 on ∂Ω ∩ ∂Ωb,

Xb ∓ T ±,lY→X(Yb
∣∣
Γ±
a

) = 0 on Γ±b .

(35)

For l = 0, the last problem was studied in [4]. In the present paper, we propose in some sense extensions of

the condition considered in [4] (YtX without overlapping). In the next section, we study the advantages of

the overlap with the intention of solving the problem using an iterative algorithm.

6. The convergence analysis

In this section, we will study the convergence of the iterative algorithms presented before. Even if we will

see that the convergence cannot be ensured, the analysis helps to explain the benefit of the overlapping. To
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begin, we will consider a particular geometry for which analytical calculations can be done. Then, we will

generalize our results to the case of an arbitrary geometry by using more general but abstract arguments.

6.1. Analytical study in a simple case

We consider in this section an unperturbed half-guide (see Figure 3) Ω = S×]0,∞[ and the problem
−divσ(u)− ω2ρu = f in Ω,

σ(u) · ν = 0 on ∂S×]0,+∞[,

X(u) = 0 on Γ0 = S × {z = 0}.

(36)

The domain can be decomposed into two subdomains Ω+
a and Ωb = S×]0, b[ with l = b − a ≥ 0 and we

consider the following class of iterative processes

z

Figure 3: Geometry of the regular half-guide Ω, 3D case.



−divσ(ub(n))− ω2ρub(n) = f in Ωb,

σ(ub(n)) · ν = 0 on ∂S×]0, b[,

X(ub(n)) = 0 on Γ0,

Bb(ub(n)) = B+(u+
(n)) on Γb = Γ+

b ,


−divσ(u+

(n))− ω2ρu+
(n) = 0 in Ω+

a ,

σ(u+
(n)) · ν = 0 on ∂S×]a,+∞[,

B+(u+
(n)) = B+(ub(n−1)) on Γa = Γ+

a .

(37)

where the boundary conditions Bb and B+ that can be imposed will be discussed. To study the convergence,

it suffices to consider the case of a null source term f and we expect, for a non zero initial data, that ub(n)

and u+
(n) tend to 0 when n goes to +∞.

In order to use the modal decomposition in Ω+
a and in Ωb thanks to Fraser’s relation (4), we impose

Bb(ub) = Xb on Γb,

B+(u+) = Y+ on Γa.

(38)
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Thus, we are able to compute analytically the solution of the algorithm (37-38) step by step and study its

convergence.

The process (37-38) can be defined either without overlapping (i.e a = b) or with overlapping (i.e a < b).

Let us remind the properties of the process (37-38) in this two cases :

• if a = b, then the process is similar to (14-22) and is consistent and well-posed, except for a discrete

set of frequencies (see Lemma 3.1),

• if a < b, then the process is similar to (24-25) and is consistent, except for a discrete set of frequencies

linked to the overlapping area (see Proposition 4.4), and is well-posed, except for a second discrete

set of frequencies (see Lemma 3.1) that we will recover in the sequel.

To prove that ub(n) and u+
(n) tend to 0 when n goes to +∞, we can focus only on the boundaries and expect

that Bb(u+
(n)) on Γb and B+(ub(n)) on Γa tend to zero. Let us consider for instance that Bb(u+

(n)) is known

(i.e X+
(n) is known) on Γb and let us compute the next iteration Bb(u+

(n+1)). This computation is done in

three steps :

1. Thanks to the regular geometry of Ωb and the Fraser’s relation (4), we can solve the problem in Ωb and,

by the same technique used in the proof of Lemma 4.3, we get that

ub(n) =
∑
k≥0

(∫
Γb

X+
(n) Yk

)
1

eiβkb − e−iβkb

(
U+
k (xs) e

iβkz + U−k (xs) e
−iβkz

)
. (39)

Let us remark that in the above expression, the term eiβkb−e−iβkb may vanish for a particular βk0(ω). This

corresponds to the frequencies for which the problem set in Ωb is not well-posed (see Lemma 3.1), which are

excluded here.

2. Then, using B+(u+
(n+1)) = B+(ub(n)) and thanks to the modal expansion (39), we get that B+(u+

(n+1)) on

Γa is given by

Y+
(n+1) = Yb

(n) =
∑
k≥0

(∫
Γb

X+
(n) Yk

)
eıβka + e−ıβka

eıβkb − e−ıβkb
Yk(xs). (40)

3. Finally, from B+(u+
(n+1)) = Y+

(n+1) on Γa, we get the modal expansion in the half-guide Ω+
a (by formula

(5)) and we easily deduce Bb(u+
(n+1)) on Γ+

b :

X+
(n+1) =

∑
k≥0

(∫
Γa

Y+
(n+1) Xk

)
Xk(xs)e

iβkl

=
∑
k≥0

λk

(∫
Γb

X+
(n) Yk

)
Xk(xs).

(41)
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where

∀k ∈ N, λk =
1 + e−2iβka

1− e−2iβk(a+l)
. (42)

where l = b− a is the length of the overlapping area. As usual, the convergence relies on the localization of

the λk’s with respect to the unit disk. The specific difficulty here is that the families (Xk)k and (Yk)k are

not orthonormal.

The properties of the λk are completely different for the cases without overlapping (a = b) and with

overlapping (b > a), due to behaviour for the evanescent modes (see the conjecture (3))

lim
k→+∞

Im(βk) = +∞.

• Algorithm without overlapping If l = 0, we have e−2iβka → +∞ and therefore lim
k→+∞

λk = −1

Even if all the λk’s are by chance inside the unit circle, the algorithm can never converge geometrically.

• Algorithm with overlapping If l > 0, we have

|λk| ∼
+∞

e−2Im(βk)l.

Therefore, |λk| tends to 0 exponentially fast and there are at most a finite number of λk with modulus

greater than 1. By (41), we show easily that for all ε ≥ 0

‖X+
(n+1)‖L2(S) ≤ ‖X+

(n)‖L2(S) sup
k∈N

(|λk|eεIm(βk)l)
∑
k∈N

e−εIm(βk)l
[
‖Yk‖2 + ‖Xk‖2

]
.

Note that for ε = 0, the serie in the right hand side diverges. We conjecture that the norm of Xk and

Yk grow at most polynomially so the serie converges for all ε > 0. If all the λk’s are inside the unit

disk, it exists ε ∈ (0, 2) such that

sup
k∈N

(|λk|eεIm(βk)l) < 1

and then the algorithm converges. But this condition can or cannot be satisfied depending on the

configurations, so the convergence cannot be ensured systematically. However, we consider that the

overlap has improved the situation as we will explain in the conclusion of this section.

To illustrate these results, we have represented on Figure 4 the localization of the coefficients λk in the

complex plane, for a waveguide of width h made of aluminium (see [31] for the coefficients of the material),

at a given frequency ω and for various sizes of the overlap l. The frequency is such that there are 6

propagative modes. The coefficients λk related to the propagative modes (resp. the evanescent modes) are

represented by circles (resp. by stars). We can observe that, as we explained, for l = 0 the λk related to the

evanescent modes accumulate at −1, and for l > 0, these coefficients λk accumulate at 0.
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Figure 4: Localization of the coefficients λk in the complex plane : the color scale indicates l/h where h is the width of the

waveguide and l the size of the overlap.

6.2. The general result

We consider again a semi infinite waveguide but contrary to the previous section, the geometry is arbitrary.

Without loss of generality, we consider the following iterative process
−divσ(ub(n))− ω2ρub(n) = f in Ωb,

σ(ub(n)) · ν = 0 on ∂Ωb \ Γb,

σ(ub(n)) · ν + αub(n) = σ(u+
(n)) · ν + αu+

(n) on Γb,


−divσ(u+

(n))− ω2ρu+
(n) = 0 in Ω+

a ,

σ(u+
(n)) · ν = 0 on ∂Ω+

a \ Γa,

Y (u+
(n)) = Y (ub(n−1)) on Γa.

Let us consider that σ(u+
(n)) ·ν+αu+

(n) is known on Γb and compute the next iteration σ(u+
(n+1)) ·ν+αu+

(n+1)

on Γb.

1. One has to solve a problem of this form
−divσ(ub)− ω2ρub = 0 in Ωb,

σ(ub) · ν = 0 on ∂∂Ωb \ Γb,

σ(ub) · ν + αub = g on Γb,

(43)

where g is a given data. This interior problem admits a unique solution that continuously depends on g,

and we denote by T bR→Y the operator that maps the Robin data g on Γb to the Y-data Y (ub) on Γa where
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ub is solution of the above problem.

By definition, we have then

Y (ub(n)) = T bR→Y
[
σ(u+

(n)) · ν + αu+
(n)

]
2. By definition 5.1 of the operator T +,l

Y→R, we extend the ”iteration formula” (41)[
σ(u+

(n+1)) · ν + αu+
(n+1)

]
= T +,l

Y→R ◦ T bR→Y
[
σ(u+

(n)) · ν + αu+
(n)

]
A necessary and sufficient condition for the convergence is that

sup
k∈N
|λk| < 1

where the complex coefficients λk are the eigenvalues of the operators T +,l
Y→R ◦ T bR→Y .

Contrary to the regular case, we do not have any explicit information on λk. Yet, we can prove in the

overlapping case that there are only a finite number of λk whose modulus is greater that 1. Indeed, if l > 0,

as the operator T +,l
Y→R ◦ T bR→Y is compact (see Lemma 6.1), its eigenvalue form a discrete set whose only

point of accumulation is 0.

Due to the continuity of the operator T bR→Y , proving that T +,l
Y→R ◦ T bR→Y is compact is achieved by the

Theorem 6.1. Suppose for l = b− a > 0 that∑
k∈N

e−βkl
[
‖Yk‖2 + ‖Xk‖2

]
< +∞,

then the operator T +,l
Y→R is compact and consequently

lim
k→+∞

λk = 0.

Proof: The compactness of T +,l
Y→R is the consequence of the compactness of T +,l

Y→X and T +,l
Y→Y . Let us show

that for T +,l
Y→X , the proof for T +,l

Y→Y being similar. It suffices to show that T +,l
Y→X is the limit of a sequence

of following operators of finite rank

T +,l,N
Y→X (Y) =

N∑
k≥0

(∫
Γ±
a

Y(xs)Xk(xs) dxs

)
eiβklXk(xs).

Using simple arguments (triangular and Cauchy-Schwartz inequalities), the hypothesis ensures the conver-

gence. �

Remark 6.2. Obviously the result is wrong in absence of overlap (l = 0).
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6.3. Conclusion

The main result of this section is that thanks to the overlapping, the sequence of (λk)k concentrates around

zero. We will see in Section 8 that this property will improve the rate of convergence of a GMRES algorithm

where the preconditioner is constructed thanks to our iterative algorithms. Moreover it seems that larger is

the overlap, larger will be the number of (λk)k around 0. We will see that consequently larger is the overlap,

more rapid will be the convergence of the GMRES. However the preconditioner corresponds to a sparse

matrix whose size depends on the size of the interior domain Ωb. Then the overlap has a computational cost

for the inversion of the preconditioner.

7. Achieving a complete efficiency with a modal ’outgoing’ transmission condition

In the previous sections, we have explained how to design a good iterative algorithm, thanks to the over-

laps B±l and appropriate conditions on the exterior boundaries Γ±b . Thanks to the Fraser relation (4), the

conditions B±(u±) = Y± have the good property to provide the modal expansions of the solution in Ω±a , as

explained in Section 2.2. Moreover, the Robin condition Bb(ub) = σ(ub) + αub with a complex constant α

makes the algorithm consistent since the associated problems in the boxes B±l (cf problem (30)) are always

well-posed (see Lemma 4.2). Finally, as seen in Section 6, the presence of the overlaps will a priori improve

the convergence of a GMRES algorithm where the preconditioner is constructed thanks to our iterative

algorithms (see Section 8 for more details).

We will now go further by changing the interior transmission conditions B±(u±). We will see below that

considering instead non local transmission conditions also provides naturally the modal expansions and

gathers all the following advantages :

1. it avoids spurious effects of the boxes B±l (in particular the resonances mentioned in remark 4.5);

2. it improves the convergence of an associated GMRES algorithm independently of the size of the overlap;

3. last but not least, this approach has the advantage to be generalizable to anisotropic cases, contrary

to the previous algorithms.

7.1. Description of the method

In the following, the explanations will be given for the transmission condition on Γ+
a . Obviously, the same

technique can be applied for the transmission condition on Γ−a .

Let us recall that the transmission conditions on Γ+
a and Γ+

b must ensure that we have the compatibil-

ity u+ = ub in B+
l (see definition 4.1). The idea now is to use the modal expansions of both ub and
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u+ to express a non-local modal transmission condition. Due to the geometry of B+
l , ub and u+ can be

decomposed a priori on the rightgoing and leftgoing modesX(u)

Y (u)

 =
∑
k≥0

A+
k (u) eıβk(z−a)

Xk(xs)

Yk(xs)

+A−k (u) e−ıβk(z−a)

−Xk(xs)

Yk(xs)

 in B+
l , (44)

where u = ub or u+, and A±k (u) are the modal amplitudes of u given, thanks to the Fraser’s relation (4), by

A+
k (u) =

1

2

(∫
Γ+
a

XYk +

∫
Γ+
a

YXk
)

and A−k (u) =
1

2

(∫
Γ+
a

YXk −
∫

Γ+
a

XYk
)
. (45)

Since u+ should be outgoing in Ω+
a , we propose to match :

A+
k (ub) = A+

k (u+). (46)

Using formula (45), this condition is nothing else but a non-local condition involving the datas X and Y

(or (us, uz) and (ts, tz)) taken on Γ+
a . It means that rightgoing components of ub and u+ coincide, so that

ub − u+ is outgoing in the left direction. This is why we call it a modal outgoing transmission condition.

Remark 7.1. One can show that this condition can be rewritten using the operator T −,0Y→X defined in (33)

with l = 0

Xb − T −,0Y→X (Yb) = X+ − T −,0Y→X (Y+) on Γ+
a (47)

Thus, extending this definition of transmission condition on Γ−a the associated iterative algorithm that we

finally propose is 
−divσ(ub(n))− ω2ρub(n) = f in Ωb,

σ(ub(n)) · ν = 0 on ∂Ω ∩ ∂Ωb,

σ(ub(n)) · ν + αub(n) = σ(u±(n)) · ν + αu±(n) on Γ±b ,
−divσ(u±(n))− ω2ρu±(n) = 0 in Ω±a ,

σ(u±(n)) · ν = 0 on ∂Ω ∩ ∂Ω±a ,

A±k (u±(n)) = A±k (ub(n−1)), ∀k ≥ 0 on Γ±a ,

(48)

7.2. Advantages of the method

Let us now show the main advantages of this outgoing transmission condition.

1. Consistency of the method. As we have seen in Section 4.2, the algorithm is consistent if the

unique solution of the following problems set in B−l and B+
l :

−divσ(v±)− ω2ρv± = 0 in B±l ,

σ(v±) · ν = 0 on ∂Ω ∩ ∂B±l ,

σ(v±) · ν + αv± = 0 on Γ±b ,

A±k (v±) = 0, ∀k ≥ 0 on Γ±a .

(49)
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is the trivial solution. Let us show it for v+. Thanks to the modal condition on Γ+
a , we haveX(v+)

Y (v+)

 =
∑
k≥0

A−k (v+) e−ıβk(z−a)

Xk(xs)

Yk(xs)

 in B+
l .

Then v+ is the restriction of w+ which is the outgoing solution in the the half-guide Γ+
b × {z < b} of

−divσ(w+)− ω2ρw+ = 0 in Γ+
b × {z < b},

σ(w+) · ν = 0 on ∂Γ+
b × {z < b},

σ(w+) · ν + αw+ = 0 on Γ+
b ,

Because w+ is the outgoing solution of this homogeneous problem, it can be proved that its propaga-

tive components are equal to 0 and then w+ is exponentially decaying. For α = 0, non trivial solution

for some particular frequencies can exist and are called edge modes [30]. For Im(α) > 0, the only

solution of the above problem is the trivial solution (edge mode never exists), the proof being similar

to the proof of Lemma 3.3. We refer the reader to [35] for more details.

Thus if Im(α) > 0, the algorithm is consistent. Let us emphasize in addition that the condition

set on Γ+
a has completely eliminated the spurious effects of the boxes B±l : the boxes have in some

sense disappeared.

2. Convergence properties of the iterative algorithm To explain the benefit of considering the

outgoing transmission condition on the convergence of the iterative algorithm, we will again consider

the case of an unperturbed half-guide (see Figure 3) for which analytical calculations can be done.

We use exactly the same framework than in Section 6.1 computing the solution of (37) using the new

transmission condition (46) on Γa. Here, we show that the corresponding λk’s are given by

λk =
eiβkb

eiβkb − e−iβkb
. (50)

Compared to (42), we notice a better behaviour of λk for large k. Indeed λk tends to 0 exponen-

tially fast as e−2Im(βk)b, instead of e−2Im(βk)l in the previous algorithms. Surprisingly, λk tends to

0 exponentially fast at least as e−2Im(βk)a independently from the size of the overlap. Consequently,

we can expect a rapid convergence of the associated GMRES quasi independently of the size of the

overlap contrary to the previous algorithms. In practice, this property enables to use a small over-

lap and improve the convergence of the algorithm without increasing too much the computational cost.

We have represented in Figure 5 the localization of the coefficients λk in the complex plane , for

a waveguide of width h made of aluminium (see [31] for the coefficients of the material), at a given
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Figure 5: Localization of the coefficients λk in the complex plane : the color scale indicates l/h where h is the width of the

waveguide and l the size of the overlap.

frequency ω and for various sizes of the overlap l. The frequency is such that there are 6 propagative

modes. The coefficients related to the propagative modes (resp. evanescent modes) are represented by

circles (resp. by stars). We can observe that, as explained, the λk’s related to the evanescent modes

accumulate at 0 when k tends to +∞ even for the smallest overlap. Note that the coefficients related

to the propagative modes have a constant real part which is equal to 1/2.

3. Generalization to the anisotropic case. The modal-outgoing condition we propose to impose

on the interior boundaries Γ±a requires to be able to compute the amplitude A±k (ub). In the case of

general anisotropy, the Fraser’s relation (4) does not hold anymore, so we cannot use the formula (45).

However, using the general bi-orthogonality relations (see [1]), we can get the modal amplitudes by

projection over the two families of modes (right-going and left-going):

A±k (u) =
1

J±k

∫
Γ+
a

uS∓k − tU∓k , where J±k =

∫
Γ+
a

U±k S∓k − T ±k U∓k

where S±k represents the normal stress of the mode.

As an illustration, we have considered an artificial 2D anisotropic medium and we have computed

the solution for two sizes b/h ∈ {0.5, 1} of the computational area Ωb. On Figure 6, we have repre-
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sented the modulus of the displacement field obtained in these two cases. We also represent the whole

solution reconstructed in the half-guides Ω+
a thanks to the modal expansion. As we can see on Figure

Figure 6: Modulus of the computed solution in a 2D anisotropic waveguide of width h for different Ωb : b = 0.5h (top) and

b = h (center) for the same overlap. Solution reconstructed in the half-guides Ω±
a (bottom).

6, the restriction of the second computation (in the center) to the smaller domain Ωb matches very

well.

8. Implementation and numerical results

As we have seen in the previous section, the iterative algorithms that we have studied in this paper cannot

be implemented directly to solve the scattering problem because the convergence is not always ensured (see

Section 6). But, we propose to use GMRES algorithm (see [32]) preconditionned thanks to our iterative

algorithms (we give more details on that point below). It is well known that GMRES is a Krylov subspace

method (as the conjugate gradient) whose convergence is always ensured, on contrary to the classical itera-

tive methods (namely Gauss-Seidel and Jacobi). Let us emphasize that the linear system we are led to solve

is not symmetric and we cannot applied the conjugate gradient. It is widely recognized that the choice of

the preconditioner is the most critical ingredient to improve the convergence of the GMRES algorithm.

8.1. Description of the method

In the discrete level, thanks to Section 5, we can show that the problem (24-26) with overlapping (b−a > 0)

can be rewritten as

AUb
(n+1) = F− TUb

(n). (51)

where
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• F is related to the source term f ;

• Ub is expected to be an approximation of the solution in Ωb;

• A is the matrix associated to the interior problem and inverting the matrix A corresponds to solve the

problem set in Ωb ;

• T is related to the operator T ±,lY→R and the product matrix-vector TUb
(n) corresponds to take the

boundary data in algorithm (24-26).

As explained in Section 5, the problem (51) is an iterative algorithm to solve the direct problem

(A + T)Ub = F. (52)

Because the matrix T is dense, it is prohibitive for realistic problem to make the direct inversion of the

matrix A + T. An iterative solving of this problem is then required.

The algorithms (51) present several advantages. First A is a sparse matrix, its inversion is relatively cheap.

Secondly, the product matrix-vector is a simple modal decomposition, which can be achieved efficiently

without assembling the matrix T (the number of operations is of order NS ×M where NS is the number of

dof in S and M is the number of significant modes instead of N2
S with assembling).

But again this iterative algorithm does not always converge, as we have seen in Section 6. The idea then is

to use GMRES with A−1 as the preconditioner. It is a good preconditioner because it is cheap to construct

and the preconditioned iteration converges rapidly as we will see in the next section.

8.2. Convergence of the preconditioned GMRES

The convergence properties of the GMRES preconditioned by A−1 are linked to the position of the

eigenvalues of the matrix M = (I + A−1T), as explained in [32] for instance. More precisely, let us remind

that if M a diagonalizable matrix then the residual norm provided at the mth step of GMRES satisfies

‖ r(m+1) ‖≤ κ(M) ‖ r(0) ‖ min
p∈Pm

(
max
λ∈σ(M)

|p(λ)|
)

(53)

where κ(M) depends on the spectral decomposition of M, σ(M) is the set of its eigenvalues and Pm is the

set of polynomial p of degree at most m such that p(0) = 1. In other words, the convergence of the GMRES

depends on the number of cluster points of the set σ(M).

Here, as explained in Section 6.2, the operator T ±,lY→R is compact in presence of overlap (see Proposition 6.1).

In consequence, their eigenvalues tend to zero (the decay is in fact exponential). Thus, the eigenvalues of
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the associated matrix T (which are an approximation of the eigenvalues of the operators T ±,lY→R) concentrate

around zero. Therefore, the eigenvalues of M are clustered around 1 and, for that reason, our choice of

preconditioners is relevant.

The same properties hold for the transmission condition (25) and outgoing transmission condition defined

in Section 7.

8.3. 2D numerical results

Figure 7: Modulus of the reconstructed solution in a semi-infinite waveguide made of aluminium of width h.

We consider a 2D semi-infinite waveguide of width h, made of aluminium (see [31] for the coefficients of the

material) containing a square cavity. Figure 7 represents the computed solution at a frequency such that

there are 4 propagative modes and we consider 20 evanescent modes in our computation.

Figure 8: Evolution of the residual error versus the iteration of GMRES for various values of l/h where h is the width of the

waveguide and l the size of the overlap : using the transmission condition (26) (left figure) and (46) (right figure).

For this configuration, we compare the efficiency of the GMRES algorithm for two choices of transmis-

sion conditions and different sizes of the overlap. Figure 8 represents the evolution of the residual error

‖MU b− b ‖ versus the iteration of GMRES for various sizes of overlap l. As we can see, increasing l makes

the algorithm have a sharper convergence (up to the machine precision) if we use the transmission conditions

(26) (see left figure). But if we use the ’outgoing’ transmission condition (46) (see right figure), the effect of
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a small overlap on the convergence is more important than considering (26). As expected, the efficiency is

obtained directly with the smallest overlap.

8.4. Numerical Results for 3D geometries

We consider now one more realistic problem : a tube of diameter 115 mm and thickness 7.5 mm is locally

perturbed because of corrosion, see Figure 9.

Figure 9: Mesh of the regular part (left figure) and the rusted part (right figure) of the tube.

Figure 10: The three components of the incident field (ux, uy , uz).

The frequency ω = 0.025Mhz is such that there exist 21 propagative modes and we consider 79 evanes-

cent modes in our computations. Let us point out that a pre-processing step based on a SAFE method

[19] enables to compute numerically the modes of the problem. We consider the diffraction problem for an

incident field which is the first compressional mode, represented in Figure 10. Figures 11 represent the 3

components of the displacement around the perturbation.
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Figure 11: The three components of the displacement around the perturbation for the problem (i).

In Figure 12, we compare, as in the 2D case, the efficiency of the GMRES algorithm for the same two

different transmission conditions and different sizes of the overlap. The conclusions are the same than in

the 2D case.

Figure 12: Evolution of the residual error versus the iteration of GMRES for various values of l/h where h is the width of the

waveguide and l the size of the overlap, using the transmission condition (26) (left figure) and (46) (right figure)

We compare the computational time of the method using the transmission conditions (26) or (46) for

different values of the overlap using the associated preconditionned GMRES algorithm (see Figure 13). We

represent in red the computational time for the factorization of the preconditionner (which is the same for

the two transmission conditions). It increases with the overlap which is due to the fact that the interior

domain Ωb (and then the size of the matrix) increases. Then we compare the remaining computational time

for two transmission conditions, which corresponds to the product matrix-vector, multiplied by the number

of iterations. For a given overlap, the number of iterations of the GMRES algorithm is smaller for the

second choice of transmission condition : it seems to be the best option! Moreover, for the first choice of
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transmission condition, the computational time first decreases with the overlap : this is one of the advantage

of considering overlaps. However for large overlaps, it increases with the overlap. The size of the matrix

being bigger and bigger, the product matrix-vector spends more time at each iteration of the algorithm.

For the second choice of transmission condition, the advantage of the overlap is obtained for the smallest

overlap. Considering bigger and bigger overlaps then deteriorates the computational time.

Figure 13: Comparison of the computational time.

Appendix A. Proof of Proposition 4.4

We prove here that if ω is an eigenfrequency of (30-25), then the limit problem (28-25) admits solutions that

do not satisfy the compatibility relations (29).

Let us consider k0 such that

v+ = eıβk0
(z−a)U+

k0
− e−ıβk0

(z−a)U−k0 ,

is a non-zero solution of the equations (30-25) in B+
l (see Lemma 4.3).

We want to find (u−,ub,u+) solution of (28-25) such that ub − u− = 0 in B−l and ub − u+ = v+ in

B+
l . The idea is to consider the diffraction problem in Ω taking

uinc = e−ıβk0
(z−a)U−k0

as incident field. Then the total field u is such that u = uinc +udif where the diffracted field udif is outgoing.

Finally, setting

u− = u
∣∣∣
Ω−

a

, ub = u
∣∣∣
Ωb

, and u+ = udif + eıβk0
(z−a)U+

k0

we get a solution of (28-25) which does not satisfy compatibility relations (29).
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Appendix B. Variational formulations...

Appendix B.1. ... in absence of overlaps

We consider the following problem set in the bounded domain Ωa:
−divσ(ua)− ω2ρua = f̃ in Ωa,

σ(ua).ν = 0 on ∂Ω ∩ ∂Ωa,

Xa = X̃ on Γ±a

(B.1)

where ua is the unknown and f̃ , g̃ and X̃ are given. Let us recall that the condition Xa = X̃ is a hybrid

condition which can be rewritten as

taS = t̃S and uaz = ũz

Classically, the Dirichlet condition uaz = ũz is taken into account by introducing any lifting function wa such

that

waz = ũz on Γ±a

and writing a new problem for the unknown ua −wa with a homogeneous Dirichlet boundary condition on

Γ±a . Then we are led to consider the case where

ũz = 0 (B.2)

and we have the

Lemma Appendix B.1. If (B.2) holds, problem (B.1) has the following equivalent variational form:∣∣∣∣∣∣∣∣
ua ∈ Va such that ∀v ∈ Va

a(ua,v)− ω2m(ua,v) =

∫
Ωa

f̃ · v +

∫
Γ+
a

t̃S · vS −
∫

Γ−
a

t̃S · vS
(B.3)

where Va = {v ∈ H1(Ωa); vz = 0 on Γ±a },

a(u,v) =

∫
Ωa

σ(u) : ε(v) and m(u,v) =

∫
Ωa

ρu · v.

Moreover, problem (B.3) is well-posed except for a countable set of frequencies tending to infinity.

Proof: Multiplying the first equation of (B.1) by v ∈ V , integrating on Ωa and applying a Green formula,

we get:

a(ua,v)− ω2m(ua,v) =

∫
Ωa

f̃ · v +

∫
Γ+
a

(σ(ua)ν)S · vS +

∫
Γ+
a

(σ(ua)ν)z · vz

−
∫

Γ−
a

(σ(ua)ν)SvS −
∫

Γ−
a

(σ(ua)ν)z · vz.

But for v ∈ V , vz = 0 on Γ±a , so that two integrals disappear. The two other ones can be modified by using

the data. Finally, the bilinear form a(u,v) is coercive on Va, by virtue of Korn’s inequality. The lemma
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follows by a classical result of spectral theory. �

Appendix B.2. ... in presence of overlaps

To derive a standard variational formulation for the problem (35), we must give a weak sense to the term

Yb =
[
ubs, t

b
z

]
. The difficulty comes from the normal derivative tbz on Γ±a which appears in integrals of type∫

Γ±
a

tbz(Uk)z

which has no sense in the discrete point of view. To do so, we introduce a lifting function L(Uk) in B+
l that

verifies:

1. (L(Uk))z = (Uk)z and (L(Uk))S = 0 on the boundary Γ+
a ,

2. L(Uk) = 0 on Γ+
b ,

3. and L(Uk) is smooth enough.

Thus, by the Green’s formula, it comes that:∫
Γ±
a

tbz(Uk)z =

∫
Γ±
a

tbL(Uk) =

∫
B+

l

−divσ(ub) · L(Uk)− σ(ub) : ε(L(Uk)). (B.4)

Finally, using the fact that divσ(ub) = −ω2ub in B+
l , we can rewrite (B.4) as follows:

∫
Γ±
a

tbz(Uk)z =

∫
Γ±
a

tbL(Uk) = ω2

∫
B+

l

ub · L(Uk)− σ(ub) : ε(L(Uk)). (B.5)
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