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Abstract—In mobile cloud computing, offloading mobile ap-
plications to close remote servers appears as a straightforward
solution to overcome mobile terminals processor and battery
limitations. Remote execution leverages the high computation
capacity of the server to enrich user experience and extend
battery autonomy through energy savings. However, application
offloading is energy efficient only under various conditions. For
that purpose, we propose an original algorithm called MAO
(Mobile Application’s Offloading) triggered by two conditions :
the current CPU load and State of Charge (SoC) of the battery.
On the basis of various traffic scenarios mixing interactive and
delay tolerant mobile applications, we study through numerical
simulations the efficiency of the MAO algorithm and assess
its performance in terms of rejected jobs and the amount of
energy savings achieved. Rejected jobs are those unable to
meet user quality of experience (QoE) and/or energy efficiency
requirements. Evaluations on simulated workloads show that
both traffic loads and user’s radio mobile environment have a
direct impact on the efficiency of the MAO algorithm.

I. INTRODUCTION

The performance of existing mobile handsets are today
limited by two factors: the scale of integration of electronic
devices and the capacity of the batteries. In this context,
several recent studies propose to encompass the limited ca-
pacity of the existing batteries by means of a transient offload
of some of the applications from the mobile terminal to a
remote server. In this matter, the round-trip time between
the mobile terminal and the server is a key parameter that
conditions the level of interactivity of the applications that
can be offloaded. Several investigations have been recently
dedicated so far to extend the battery capacity of mobile
terminals. Remote execution ([1],[2],[3]) can be a solution to
go over the limitations of mobile devices and can be seen as a
way for extending battery autonomy by means of applications
offloading [4]. By benefiting from an increased computation
offloading capacity of the remote server, the execution time of
these applications is reduced enabling to decrease the enrgy
consumption. Similarly, thanks to the increased memory of
the remote server, it’s possible to provide a large set of
applications to the end user ([5],[6]). The rest of the paper
is organized as follows. Section II reviews the related work
on offloading systems for mobile environments. Section III

presents the MAO algorithm and its main components. We
evaluate by means of numerical simulations the performance
of MAO algorithm and analyze the results in Section IV. We
conclude and discuss future work in Section V.

II. RELATED WORK

For the last two decades, there have been many attempts
to improve energy and CPU efficiency in mobile handsets.
These approaches enable to reduce application execution time
on mobile devices, thus decreasing the energy consumption
of CPU [7]. These attempts could be classified into two
approches: fine-grained and coarse grained tasks offloading
schemes [8]. The first one relies on application developers
to modify the code to handle partitioning, state migration,
and adaption to various changes in network conditions. The
second approach assumes that the full process/program or full
Virtual Machine (VM) is migrated to the remote servers. Then
programmers do not have to modify the application source
code to take advantage of computation offloading.
Recent solutions include MAUI and CloneCloud([9],[10]). In
[9], Microsoft’s researchers presented a fine-grained solution
called Mobile Assistance Using Infrastructure (MAUI) to
reduce programmers work by partitioning the application code
automatically, deciding at runtime which methods should be
remotely executed. MAUI formulates the problem as an integer
linear programming (ILP). A comparison of the energy con-
sumption of three applications (face recognition application,
video game and chess game) pointed out that energy savings
from 27% up to 80% can be achieved thanks to MAUI.
However, this approach works only on Microsoft Windows
Platform. Moreover, they provide a server for each application,
which is not scalable to handle many new applications. In
[10], the authors proposed a more coarse-grained offload-
ing approach that eliminates the programmer’s help called
CloneCloud where offloading is performed by a modified
Dalvik VM automatically. Meanwhile, this approach requires
pre-processing on the client side, which can also lead to
excessive network traffic from the cloud network to the device.
These two major approaches put forward some motivation,
but do not provide Quality of Experience (QoE) guarantees



for Mobile users in case of offloading. Moreover, the impact
of mobile environment in matter of quality of radio interface
according to the position of the end user in the cell has
not been considered in these works. Our offloading approach
considers a combination of multiple constraints including
CPU, State of Charge (SoC) of the battery, and bandwidth
capacity. Since the concept of QoE is attracting a growing
attention, the MAO algorithm aims to provide an admissible
QoE to the end user whatever its position within the cell for
a given application.1 We also evaluate the performance of
CPU intensive and I/O interactive applications. The objective
is to focus on job offloading which is a convenient way to
achieve energy consumption optimization if certain constraints
are satisfied. The offload is assumed to be coarse grained. Our
analysis is conducted in LTE environment operating at carrier
frequencies lower than 2 GHz.
Our goal is to demonstrate that thanks to MAO, it is possible
to increase indirectly the capacities of the CPU and of the
battery of mobile terminals.
Two reasons motivate the rejection of a job by MAO: either a
violation of the QoE of the end user or/and a negative power
budget by offloading. By sake of simplification, we assume
that an application server is located at the antenna’s site.

Table I points out the specifities of MAO with respect to
the most popular offloading algorithms in literature (MAUI
and CloneCloud).

TABLE I
COMPARISON OF OFFLOADING ALGORITHMS .

Aspects QoE
Satisfaction

Network
Conditions

User
Mobility

CPU SoC

MAUI N.C C N.C C N.C
CloneCloud N.C C N.C C N.C
MAO C C C C C

where, ”Network Conditions” refers to the fluctuated quality
of the radio interface, ”User Mobility” refers to the position
of the end user within the cell, ”N.C” as not considered and
”C” as considered.

III. MAO ALGORITHM

In this section, we describe in more details MAO. In the
proposed solution, the algorithm continuously monitors the
CPU usage of the mobile phone and selects the appplication
which is overloading the CPU. This application would be
eventually offloaded. As soon as the SoC of the battery gets
below 20% of the total capacity of the battery, the MAO
algorithm is activated to test if the current application can
be offloaded.

A. MAO Flowchart

When user runs an application, it should follow the process
depicted in the flowchart shown in (Fig. 1). First, the system

1QoE: The overall acceptibility of an application or service, as perceived
by the end user [23].

determines the expected response time when running on the
mobile phone and examines the current SoC of the battery. If
this response time is higher than a critical value determined by
user QoE or/and the SoC of the battery is below of 20%. The
algorithm determines whether this application ’can’ be energy
efficient when offloaded to the server or not. If it is not the
case, the application is run on mobile. For those ’can’, the
system will check the quality of service of the whole system
by collecting the response time of the remote server and the
current bit rate of the radio channel. Then, the mobile send
input data to the server which runs the application and sends
back results. A job is rejected being unable to meet user QoE
or/and energy efficiency requirements. In this case, a rejected
job is neither run on the mobile terminal nor on ther server
side. As indicated in the flowchart (Fig. 1), the algorithm loops
back to decide whether to offload the next job or not.

Fig. 1. MAO Flowchart.

B. Modeling of concurrent job processing on a single proces-
sor

We consider that each job j is characterized by a given
number N(j) of instructions. The processor of the mobile
terminal is itself characterized by the number of instructions
CM it may process per second. The minimum delay DM

min(j)
to process job j when it is the only one to be active is given
by:

DM
min(j) =

N(j)

CM
(1)

In practice, the processor of the mobile terminal has to deal
with parallel jobs. Let us assume that this processor serves



each job by small quanta of q instructions corresponding to
a processing delay T of q/CM seconds. We assume that the
successive quanta inherent to the same job are enqueued in a
FIFO queue before being effectively processed. As soon as a
second job is activated, the quanta of instructions belonging
to this second job are placed in a parallel queue. The CPU
can then be seen as a server that manages alternatively the
successive quanta from the two queues (principles of processor
sharing)[11]. More generally, if n jobs are activated simultane-
ously on the mobile terminal, the CPU of the mobile terminal
serves cyclically the n queues of quanta of instructions in-
herent to these parallel jobs. We have developed a processor
sharing model enabling to simulate the behavior of such a
queueing system. We assimilate the successive activations of
a same application to distinct jobs. Based on this proceessor
sharing model and given the processing speed CM of the
mobile terminal, the size N(j) in number of instructions and
the date of activation ta(j) of each job j, it is possible to
determine the lower bound of the delay Dexpected(j) to run
job j. Since our tool ignores in advance the eventual jobs that
could be activated after instant ta(j), we can consider delay
Dexpected(j) as a lower bound for serving job j. By sake of
simplicity, we assume in the remaining of this paper that the
size of the FIFO queue inherent to each active job is infinite.
We also assume that the number of parallel queues (the number
of simultaneous jobs) is not upper-bounded.

C. Concept of Critical Delay

The MAO algorithm is in charge of deciding to offload
or not a new job request. For that purpose, it compares the
expected execution delay Dexpected(j) of this new job to
its average ideal2 execution delay D(j) on the considered
smartphone3. We add a preferred waiting delay d(j) within
which the end-user is satisfied as it is specified in the ETSI
2009 [23]. We call then D∗(j) the critical delay above which
job j cannot be activated as it increases the probability of CPU
overload and degrades the quality of experience:

D∗(j) = D(j) + d(j) (2)

A new application is then eventually offloaded if one has:

Dexpected(j) > D∗(j) (3)

D. Energy balance

Let CS and CM be the capacity of the processors of the
server located at the Base Station (BS) and of the mobile
terminal respectively (both expressed in number of instructions
per second). A same job j requires then a delay DS(j) =
N(j)/CS and a delay DM (j) = N(j)/CM to be executed
either on the server or on the mobile terminal respectively.
We assume that CS > CM . If the offloading of job j is
decided by the MAO algorithm, let V (j) be the size in bytes

2We mean by ”ideal delay”, the delay to process job j on the mobile
terminal when it is the only one to be active.

3Delay D(j) is determined based on number of instructions of job j as it
is specified in the SPEC CPU2006 benchmark description [21].

of the data inherent to the activation of job j that have to
be transferred via the air interface onto the remote server. We
include in V (j) the input data that have to be transferred from
the mobile terminal to the server to activate the corresponding
application, the output data corresponding to the result of his
activation to be transferred back from the server to the mobile
terminal4. Let B = W × log2(1 + S

N ) be the bit rate of the
modem of the mobile terminal expressed in bit per second5.
In case of offload, the transfer of the input/output data of job j
necessitates globally a transmission delay of V (j)/B seconds.
Let us assume that the mobile terminal consumes P activeM Watt
to process a job and that this same CPU consumes P idleM Watt
when it is idle. Let P the power consumption of an LTE-
enabled User Equipment (UE) in Watt. P is calculated using
the transmission power Ptr and based on the power model in
[14] which includes the contribution of active components of
UE (amplifiers, oscillators,...). The power consumption curve
can be divided into two pieces with two slopes depending on
the transmission power with respect a device specific threshold
γ. The two curve pieces are independently approximated by
linear functions with slopes αL and αH respectively as in
equation 4 [12]:

P (Ptr) =

{
αL × Ptr + βL forPtr ≤ γ

αH × Ptr + βH forPtr > γ
(4)

with the device specific parameters αL, αH , βL, βH and γ
as given in [14]. Ptr is calculated using equation 5 from
the system parameters with the following considerations: ne-
glecting the closed-loop components of the Transmit Power
Control (TPC) formula given in [15] and applying full path
loss compensation:

Ptr = min(Pmax, P0 + 10× log10(M) + PL) (5)

with the maximum transmission power allowed for LTE
Pmax (23 dBm for class 3 UE [16]), P0 the transmission
power per RB, M the number of allocated RB and PL the
path loss (the expression of PL and of the mobile environment
are specified in Table III). If job j is processed on the mobile
terminal, the minimum energy consumption EMmin(j) for this
terminal is given by:

EMmin(j) = P activeM × N(j)

CM
= P activeM ×DM

min(j) (6)

If this same job is processed on the server, let us determine
the energy ES(j) consumed by the mobile terminal for this
offload. This energy is the the sum of the energy Etr(j)
to proceed the up/down data transfers between the mobile
terminal and the server, the energy EMidle,p(j) consumed by
the mobile terminal in the idle state while the job is processed
on the remote server and the energy consumed by the mobile

4For the sake of simplicity, we consider that the data core of an application
is already installed on the remote server.

5Shannon-Hartely Theorem where W is the channel bandwith, S is signal
power and N is noise power of the radio signal.



terminalwhile the job is in the remote server queue EMidle,w(j).
We have then:

ES(j) = Etr(j) + EMidle,p(j) + EMidle,w(j) (7)

The energy consumed by the up/down transmission is given
by:

Etr(j) = P × V (j)

B
(8)

The duration of the idle state of the mobile terminal corre-
sponds to the average time spent by a job in the server. In ref-
erence to [27], the server can be modeled by a M/G/1 queueing
system. The jobs arrive serially to the server according to a
Poisson process6 with an arrival rate λ. We assume that the
server processes offloaded jobs not by quantas as in the case of
the mobile terminal but as variable size batches of instructions
(with no interleaving between the instructions as it has been
considered at the mobile terminal). The service time of a job
is then assumed to have a general distribution according to the
different nature of the applications. In this context, the mean
response time of the server per job is given by the response
time of a M/G/1 queue in which we assume that the fraction
of time that the server is busy is given by utilization rate ρ.
We have then for the energy dissipated by the mobile terminal
during the offload:

EMidle,p(j) =
N(j)

CS
× P idleM (9)

EMidle,w(j) =
ρ× N(j)

CS

2× (1− ρ)
× P idleM (10)

The offloading of job j is meaningful only if the energy
required by its offload on the remote server is lower than
the energy that it should consume if processed on the mobile
terminal. The delay required to transmit and receive Dtr(j),
process the job remotely on the server DServer,p(j) and wait in
the server queue DServer,w(j)is lower than the critical delay.
These two requirements for offloading a job j are given by
the following inequalities:


EMmin(j) > ES(j)

DServer,p(j) +Dtr(j) +DServer,w(j) < D∗(j)

(11)

Inequalities in (11) can be written as:


P activeM × N(j)

CM
> P × V (j)

B + P idleM × N(j)
CS

+P idleM ×
ρ×N(j)

CS

2×(1−ρ)
N(j)
CS

+ V (j)
B +

ρ×N(j)
CS

2×(1−ρ) < D(j) + d

(12)

6Strictly speaking, such an approximation is meaningful only if the number
of jobs to be processed by the server is large during the critical delay. This
is not the case if one considers a single cell with a single user.

E. State of Charge of the battery

Smartphones designers observe that for SoC below of 20%,
the behaviour of the battery shortly collapses. For this reason,
we use it as a threshold to offload applications meeting the
requirements. In this article, MAO decides to offload a job
based on the tradeoff between battery consumption and QoE.
We use a circuit-based battery model to capture the battery
performance and predict accurately the amount SoC at both
constant and variable loads [13]. The proposed model enables
us to capture both battery circuit features and nonlinear battery
capacity effects. SoC can be expressed as: SoC = 1 − αA

αf

, where, αA is the accumulated capacity during time period
[ts, te] at the discharge current I and αf is the full capacity.
The consumed capacity αc(I, β, L, ts, te) which is dissipated
during the total period [ts, te] at the discharge rate I , can be
written as:

αc = αf −
∑N
i=1 α

A(Ii, β, L, ti−1, ti)

αA(I, β, L, ts, te) = IF (L, ts, te, β)

F (L, ts, te, β) = ts − te+

2
∑+∞
m=1(

e−β
2m2(L−ts)−e−β

2m2(L−te))

β2m2 )

(13)

In equation(13), the first term I(ts − te) is the consumed
capacity by the load IC during the load period [ts, te].
The second term 2I

∑+∞
m=1(

e−β
2m2(L−ts)−e−β

2m2(L−te)

β2m2 ) is the
amount of discharging loss due to the current effect, which is
the maximum recoverable battery capacity at te. L is the total
operating time of the battery. m detremines the computational
complexity and accuracy of the model.

The energy gain provided by the MAO algorithm can be
expressed as the ratio of the gap of energy consumption
between offload and no offload to the energy without offload.

G =
EMmin(j)− ES(j)

EMmin(j)
(14)

IV. PERFORMANCE EVALUATION OF THE MAO
ALGORITHM

A. Mobile terminal and server characteristics

We consider a Samsung Galaxy S2 with a CPU operating
at a speed CM of 1.2 GHz. The power consumed when the
terminal is in the Idle state is P idleM = 0.53 Watt. The power
consumed when the terminal is in the Active state is P activeM =
3.351 Watt. The Tx/Rx capacity between the mobile handset
and the server is B [25]. We assume that the server on which is
activated a new VM for each application offloading is equipped
with a X86 CPU operating 4 times faster than the CPU of the
mobile terminal (F ).

B. Applications characteristics

We assume that three types of applications can be activated
on the mobile terminal.
• Chess game: processing inherent to the execution of one

move on the chess-board.
• Speech recognition: conversion of an analog speech to

a text and vice-versa.



TABLE II
APPLICATIONS PARAMETERS.

Application CPU
Computation

Interactivity d(j) in
seconds

D(j)∗in
seconds

Chess game High High 0.2 7.329
Speech recognition Low High 1 1.75
Virus Scanning High Low 10 25.671

• Virus scanning: a program able to detect the presence
of virus and, and if possible, to kill it7.

The set of these three applications covers roughly the range
of time constraints that are in general required by current
mobile applications available on Smartphones and Tablets. The
time constraint of an application corresponds to the admissible
delay for the end-user between the instant of activation of the
application and the instant at which this application provides
the expected answer to the end-user.
Similarly, this set of three applications covers roughly all
the range of CPU capacities that are in general required by
current applications. We use for our numerical simulations the
specifications of various applications’ benchmarks provided
in the Standard Performance Evaluation Corportation (SPEC-
2006) [21]. We summarize in Table II the typical values of the
delays d(j) and D(j)∗inherent to the three applications [23].

C. Simulation Parameters

We conducted a simulation campaign in order to validate
the analytical model. The main focus of the study was on
confirming whether the available simulation parameters, be-
have as theoretically expected. Simulation assumptions were
based on LTE environment, as summarised in Table III.

TABLE III
SIMULATION PARAMETERS.

Parameter Value
Cellular layout 1Single hexagonal cell
Cell radius 500m

Path loss model PL = A+30×log10(
d
d0

)+Xf+
Xh + σ

Channel fading Typical urban
Carrier frequency 2GHz
System Bandwidth 5MHz (25RBs)
Thermal Noise per RB −121.45 dBm
Bit rate of the mobile 600Kbps < B < 16Mbps
Traffic Controlmessages, data traffic
Number of UE 1
Number of application activation 100
Inter-arrival in seconds λ−1 2, 15, 30
Simulation duration 3hours

where, A is a free space pathloss, d0 is the reference dis-
tance, Xf is a frequency correction factor, Xh is a correction
factor for BS high and σ is the shadowing standard deviation
[28].

7The size we used of the file to scan is fixed to 1.5MB.

D. Numerical results

For the set of simulations considered in this part, we assume
that the three applications softwares are installed on the remote
server.

1) Variable Traffic Workloads:
In the first set of simulations, we randomly activate 100 jobs

corresponding to variable loads of applications under given
network conditions8; this activation is done in a serial manner.
• Simulation 1:

We simulate three scenarios, each of which considers the
activation of single application over a time period that ensures
the end of execution of the last activated job (3 hours). The
activation process is assumed to follow a Poisson distribution
with parameter λ−1 representing the inter-arrival between
two jobs in seconds. The higher loads considered in these
simulations for the chess game, speech recognition and virus
scanning applications correspond to jobs inter-arrival of 15, 2
and 30 seconds respectively. For such loads an energy gain
of 68% and 49% can be observed for the chess game and the
virus scanning application respectively (Fig. 2,4) while the
rejection ratio turns around 3.5% (Fig. 2) and 6.6% (Fig. 4).
Meanwhile, for speech recognition application, the rejection
ratio at higher loads of 2 seconds is about 99% and no energy
gain is observed. In fact, under such conditions, the intolerant
constraint’s latency of this application made the server unable
to meet the user’s satisfaction. When the inter-arrival of speech
recognition jobs is around 2.5 seconds, we could drive to an
energy gain of 86% and a rejection ratio of 0.2%.
At high loads, applications with both high interactivity and
CPU computation are prone to be offloaded while at low loads,
applications with high CPU demanding and low intervactivity
are those to be migrated.
At average loads, applications involving high interavctivity
with the end user and a low CPU computation are those
expected to be executed remotely.
• Simulation 2:

To evaluate the performance of MAO under the interaction of
multiple applications, we have considered a second scenario
corresponding to mixing equally (33% each) the chess game,
the speech recognition and the virus scanning applications. The
results are shown in (Fig. 5). We observe that beyond an inter-
arrival λ−1 of (15,60) seconds (corresponding respectively
to the highest, lowest considered offered load), the energy
savings are equal to (34%,2%) where about (3%,0%) of jobs
are rejected. The energy gain for the battery of the mobile
terminal decreases considerably with λ−1 to reach a low bound
of 3% when the MAO algorithm is applied for a few number
of applications.

2) User Mobility:
Mobile users are usually subject to changing network envi-

ronments, basically, due to user mobility. Hence, we evaluate
in this part offloading decisions considering user mobility.

8We mean by network conditions the average value of shadowing when the
user is at a short distance of the antenna (with no obstacles).



Fig. 2. Chess Game.

Fig. 3. Speech Recognition.

Fig. 4. Virus Scanning.

In this second set of simulations, we randomly activate 100
jobs of the mix scenario introduced previously considering

Fig. 5. Scenario Mix.

Fig. 6. User Mobility in the Cell.

average values of inter-arrival λ−1 = 15s and shadowing.
(Fig. 6) shows energy savings and the amount of rejected
jobs of offloading applications considering user mobilty in
the cell. When distance gets greater, offloading applications
is less beneficial when comparing to a close distance to the
BS’s antenna. In fact, as far as the mobile user gets far
from the antenna, more energy is required to offload the job.
Meanwhile offloading remains profitable in terms of energy
gains even at the edge of the cell (energy gain 24%, rejection
ratio 11%, when the mobile user is positionned far away from
the antenna).

V. CONCLUSION AND PERSPECTIVES.

In this work, we presented MAO, a decision model for
mobile offloading that extends the battery autonomy of mobile
terminals. We have first considered applications with low,
medium and high stringent responses time (virus scanning,
chess game and speech recognition). We have outlined that
offloading some applications to remote VM located at the
antenna could achieve significant energy gains on the mobile



terminal. This gain can then be exploited in two manners:
Either it can be used to extend the battery autonomy of the
mobile terminal, or it can also be used to activate enriched
applications from this same terminal for a same operational
cycle duration.
As further work, we intend to take into account the recovery
effect of the battery, the overhead included by means of
virtualization and architectures’s compatibilty when offloading
and also study the case of multi users within the cell. Our
coming studies will also consider the case where the servers
on which are activated the applications (a VM being activated
for each application offloading) are not systematically located
at the BS’s site but higher in the radio network. In considering
Passive Optical Network (PON) infrastructures to interconnect
the BSs, it becomes then possible to mutualize the application
servers in dedicated farms that could be used simultaneously
by mobile users located in different cells. Meanwhile, an
important additional constraint will have to be considered in
this extended context in terms of admissible Round-Trip-Time
between the mobile terminals and the server farm.
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