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Abstract. Despite being two important problems in audio signal pro-
cessing that are interconnected in practice, audio inpainting and audio
source separation have not been considered jointly. It is not uncommon
in practice to have the mixtures to be separated which also suffer from
artifacts due to clipping or other losses. In present work, we consider this
problem of source separation using partially observed mixtures. We in-
troduce a flexible framework based on non-negative tensor factorisation
(NTF) to attack this new task, and we apply it to source separation with
clipped mixtures. It allows us to perform declipping and source separa-
tion either in turn or jointly. We investigate experimentally these two
regimes and report large performance gains compared to source separa-
tion with clipping artefacts being ignored, which is the common approach
in practice.

1 Introduction

Audio inpainting and audio source separation are two important problems in
audio signal processing. The former is defined as the one of reconstructing the
missing parts in an audio signal [1]. It’s been coined ”audio inpainting” to draw
an analogy with visual inpainting, a widely studied problem where the goal is to
reconstruct regions in images, for restoration or editing purposes [2]. We consider
here the problem of audio inpainting in which some temporal audio samples are
lost (as opposed to earlier works where losses are in time frequency domain),
such as with saturation of amplitude (clipping) or interfering high amplitude
impulsive noise (clicking), and need to be recovered (called declipping and de-
clicking for these two specific cases respectively).

The problem of audio source separation is the one of separating an audio
signal into meaningful, distinctive sources which add up to a known mixture, such
as separating a music signal into signals from different instruments. Even though
audio source separation and audio inpainting have been studied extensively, these
two problems have not yet been considered jointly. There are common situations,
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however, where one task should benefit from the other and vice versa: many audio
signals to be de-clipped are in fact composed of multiple sources and, conversely,
the audio mixtures in various source separation tasks might be clipped due to the
nature of recording equipment. Hence considering these two tasks simultaneously
could help improve the performance of both.

In this paper we propose a first approach toward this goal. To this end, we
extend our recent work on audio inpainting with application to declipping [3].
This approach, based on non-negative matrix factorization (NMF) performs as
well or better than the state of the art group sparsity based methods such as [10].
It builds on the recent successes of NMF [7] and non-negative tensor factorization
(NTF) in audio inpainting [9, 11, 3] 1. Since, NMF/NTF framework is also very
powerful in source separation [13, 5, 8], it lends itself to addressing the joint
problem of audio inpainting and audio source separation.

Extending [3], we estimate individual sources using a low rank NTF model,
with the help of some temporal source activity information as in [8]. The pro-
posed algorithm not only can perform audio inpainting and source separation
sequentially (i.e., first inpaint the mixture, then separate the sources), but also
can perform these two tasks jointly (i.e., simultaneously inpaint the mixture and
separate the sources). It is shown that joint inpainting and separation benefits
both tasks greatly, especially when the loss due to clipping is significant. The
performance of both the sequential and the joint approaches are shown to be
much better than the performance of source separation when the degradation
due to clipping is ignored as it is usually the case in practice. Section 2 is de-
voted to problem formulation and modeling description. The main algorithm is
outlined in Section 3. The experiments are presented in Section 4, and some
conclusions are drawn in Section 5.

2 Signal Model and Problem Formulation

Let us consider the following single-channel2 mixing equation in time domain:

x′′

t =

J∑

j=1

s′′jt + a′′t , t ∈ J1, T K, j ∈ J1, JK (1)

where t is the discrete time index, j is the source index, and x′′

t , s
′′

jt, and a′′t denote

respectively mixture, source and quantization noise samples.3 It is assumed that

1 As opposed to [3], earlier works on audio inpainting with NMF/NTF models [9, 11]
cannot optimally address arbitrary losses in time domain, since the missing data are
formulated in time frequency domain.

2 This work would be readily extended to the multi-channel case. For sake of simplicity,
we only consider the single-channel case here.

3 Throughout, letters with two primes, e.g., x′′, denote time domain signals, letters
with one prime, e.g., x′ denote framed and windowed-time domain signals and letters
with no primes, e.g., x, denote complex-valued short-time Fourier transform (STFT)
coefficients.



Joint Audio Inpainting and Source Separation 3

the mixture is only observed on a subset of time indices Ξ ′′ ⊂ J1, T K called
mixture observation support (MOS). For clipped signals this support indicates
the indices with signal magnitude smaller than the clipping threshold. For the
rest of this paper, we assume for sake of simplicity that there is no mixture
quantization (a′′t = 0) .

The sources are unknown. We assume, however, that it is known which
sources are active at which time periods. For a multi-instrument music for in-
stance, this information corresponds to knowing which instruments are playing
at any instant. Furthermore it is also assumed that if the mixture is clipped, the
clipping threshold is known.

In order to compute the STFT coefficents, the mixture and the sources are
first converted to windowed-time domain with a window length M and a total of
N windows with resulting coefficients denoted by s′jmn and x′

mn representing the
original sources and the mixture in windowed-time domain respectively for m =
J1,MK, n = J1, NK, j = J1, JK. We also introduce the set Ξ ′ ⊂ J1, NK × J1,MK
that is the MOS within the framed representation corresponding to Ξ ′′ in time
domain, and its frame-level restriction Ξ ′

n = {m|(m,n) ∈ Ξ ′}. We will denote
the observed clipped mixture in windowed-time domain as x′

c = {x′

c,n}
N
n=1 and

its restriction to un-clipped instants as x̄′ = {x̄′

n}
N
n=1, where x̄′

n = [x′

mn]m∈Ξ′

n
.

The STFT coefficients of the sources, sjfn, and the mixture, xfn, are computed
via applying a unitary fourier transfrom, U ∈ CF×M (F = M), to each window
of the windowed-time domain counterparts. For example, [x1n, · · · , xFn]

T =
U[x′

1n, · · · , x
′

Mn]
T 4.

The sources are modelled in the STFT domain with a normal distribution
(sjfn ∼ Nc(0, vjfn)) where the variance tensor V = [vjfn]j,f,n has the low-

rank NTF structure (with a small K) [8] such that vjfn =
∑K

k=1
qjkwfkhnk

with qjk, wfk, hnk ∈ R+. This model is parametrized by θ = {Q,W,H}, with
Q = [qjk]j,k ∈ R

J×K
+ , W = [wfk]f,k ∈ R

F×K
+ and H = [hnk]n,k ∈ R

N×K
+ .

The assumed information on which sources are active at which time periods
is captured by constraining certain entries of Q and H to be zero as in [8]. Each
of the K components being assigned to a single source through Q(ΨQ) ≡ 0 for
some appropriate set ΨQ of indices, the components of each source are marked
as silent through H(ΨH) ≡ 0 with an appropriate set ΨH of indices.

3 Separation and declipping

Similar to the algorithm introduced in [3], we propose to estimate model param-
eters using a generalized expectation-maximization (GEM) algorithm [4] and
to estimate the signals using the Wiener filtering [6]. The proposed algorithm
is briefly described in Algorithm 1, and its steps described below. Note that it
can be used not only for joint audio inpainting and source separation, but also
for audio inpainting only, setting the number of sources to 1, and for source

4 xT and xH represent the non-conjugate transpose and the conjugate transpose of
the vector (or matrix) x respectively.
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Algorithm 1 GEM algorithm for NTF model estimation

1: procedure Joint-Inpainting-SSeparation-NTF(x′

c , Ξ
′, x̄′, ΨH , ΨQ)

2: Initialize non-negative Q,W,H randomly, set H(ΨH) and Q(ΨQ) to 0
3: repeat

4: Estimate ŝ (sources), given Q,W,H, x̄′, Ξ ′ ⊲ E-step, see §3.1
5: Estimate s̃ (sources obeying clipping constraint) and P̃ (posterior

power spectra), given ŝ, Q,W,H, x̄′, Ξ ′ and x′

c

⊲ Applying clipping constraint, see §3.2
6: Update Q,W,H given P̃ ⊲ M-step, see §3.3
7: until convergence criteria met
8: end procedure

separation only, when the observed indices of the mixture cover the entire time
axis.

3.1 Estimation of sources

All the underlying distributions are assumed to be Gaussian and all the relations
between the source signal and the observations are linear, except the clipping
constraint that will be addressed specifically in Section 3.2. Hence, Thus, without
taking into account the clipping constraint, the source can be estimated in the
minimum mean square error (MMSE) sense via Wiener filtering [6] given the
covariance tensor V defined in Section 2 by the model parameters Q,W,H.

We can write the posterior distribution of each source frame sjn given the
corresponding observed mixture frame x̄′

n and NTF model θ as sjn|x̄
′

n; θ ∼

Nc(ŝjn, Σ̂sjnsjn
) with ŝjn and Σ̂sjnsjn

being, respectively, posterior mean and
posterior covariance tensor, each of which can be computed by Wiener filtering
as

ŝjn = Σ
H
x̄
′

nsjn
Σ

−1

x̄
′

nx̄
′

n
x̄′

n, Σ̂sjnsjn
= Σsjnsjn

−Σ
H
x̄
′

nsjn
Σ

−1

x̄
′

nx̄
′

n
Σx̄

′

nsjn
, (2)

with the definitions Σsjnsjn
= diag([vjfn]f ), Σx̄

′

nsjn
= U(Ξ ′

n)
Hdiag([vjfn]f )

andΣx̄
′

nx̄
′

n
= U(Ξ ′

n)
Hdiag([

∑
j vjfn]f )U(Ξ ′

n) whereU(Ξ ′

n) is the M = F×|Ξ ′

n|
matrix of columns from U with index in Ξ ′

n.
Note that when there is no noise in the mixture, the resulting estimates for

the sources with the wiener filtering will always add up exactly to the observed
mixture at the non-clipped support.

3.2 Clipping constraint

For a declipping application, the estimated mixture must have amplitude larger
than clipping threshold outside OS in windowed time domain, that is:

U({m})H
∑

j

ŝjn × sign(x′

mn) ≥ |x′

mn|, ∀n, ∀m 6∈ Ξ ′

n. (3)
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In order to update the NTF model as described in the following section, the
posterior power spectra, P̃ =

[
p̃jfn = E

[
|sjfn|2

∣∣ x̄′

n; θ
]]

j,f,n
, must be computed.

However under the clipping constraint (3), the distribution is no longer Gaussian
and the computation of posterior power spectra is no longer computationally
simple. Instead we use the Covariance Projection method introduced in [3], in
which the samples not obeying the constraint (3) after the wiener filtering stage
are assumed to be known and equal to the clipping threshold and the wiener
filtering step is repeated with rest of the unknowns still assumed to be gaussian
distributed. As a result, final estimates of the sources s̃, which satisfy (3) and

the corresponding posterior covariance matrix, Σ̃sjnsjn
, are obtained. Therefore

the posterior power spectra can be computed as

p̃jfn = E
[
|sjfn|

2
∣∣ x̄′

n; θ
]
∼= |s̃jfn|

2 + Σ̃sjnsjn
(f, f). (4)

3.3 Updating the model

NTF model parameters can be re-estimated using the multiplicative update
(MU) rules minimizing the IS divergence [5] between the the 3-valence ten-

sor of estimated source power spectra P̃ and the 3-valence tensor of the NTF
model approximation V defined as DIS(P̃‖V) =

∑
j,f,n dIS(p̃jfn‖vjfn), where

dIS(x‖y) = x/y − log(x/y) − 1 is the IS divergence; p̃jfn is specified by (4)
and vjfn is as defined in Section 2. As a result, Q,W,H can be updated with
the multiplicative update (MU) rules presented in [8]. These MU rules can be
repeated several times to improve the model estimate.

4 Experimental results

In order to observe the performance of declipping and source separation using
the proposed algorithm, 5 different music mixtures5, each composed of 3 sources
(bass, drums and vocals), are considered under 3 different clipping conditions.
For each mixture with a maximum magnitude of 1 in time domain, 3 clipping
levels at the thresholds of 0.2 (heavy clipping), 0.5 (moderate clipping) and 0.8
(light clipping) are considered, resulting in a total of 15 mixtures with different
clipping levels. Each mixture is reconstructed by joint declipping and source sep-
aration, sequential declipping and source separation and only source separation
ignoring the clipping artefacts. The proposed algorithm has been used for all
the reconstructions6 with 15 components (K = 15 with 5 components assigned
to each source). The STFT is computed using a half-overlapping sine window
of 1024 samples (64 ms) and the proposed GEM algorithm is run for 100 iter-
ations. The sources in the mixtures are artificially silenced during a percentage

5 The mixtures are taken from the professionally produced music recordings of SiSEC
2015 (https://sisec.inria.fr/)

6 For only declipping, the algorithm is used with a single source, and for only the
source separation, the algorithm is used with the observed support set as the entire
time axis.
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Fig. 1. Typical experimental set-up: a mixture (purple time-domain signal) of 3 sources
(red, green, blue) is clipped at 0.2 (black). It will be un-clipped and separated using the
low-rank NTF model with each source assigned to 5 out of the K = 15 components, as
specified by Q(ΨQ) ≡ 0 (grey entries), and each source being silent at known instants
as specified at the component level by H(ΨH) ≡ 0 (grey entries).

of the total time. An example of the activation periods of the sources and cor-
responding indices set to zero in Q and H during reconstruction are shown in
Figure 1.

The results of the optimizations can be seen in Table 1. Signal to noise ratio
on the clipped support (SNRm) for the declipped mixture is used to measure the
declipping performance and signal to distortion ratio (SDR) is used to measure
the source separation performance which are computed as described in [12].

The results in Table 1 show that when the clipping is severe, joint opti-
mization is almost always preferable since it provides improvement on both the
quality of the mixture and the quality of the separated sources with respect to
source separation without declipping. This is as opposed to sequential approach
which provides comparable quality improvement in the mixture at the expense of
the performance in source separation. In fact, for heavy clipping the declipping
in sequential approach often reduced the performance of source separation noti-
cably with respect to separation without declipping. As the clipping gets lighter,
the performance of sequential method approaches to that of joint method, and
finally performs slightly better for light clipping. The joint optimization, how-
ever, still has few drawbacks which could be improved upon. The declipping in
the sequential approach is performed with 15 components without any restric-
tions whereas the joint optimization is performed with the additional limitation
that each source uses 5 components independently. Hence it is not possible that
two sources share a common component in the joint optimization. This can be
overcome by devising better methods to inject the prior information regarding
the sources. It should be also noted that the sequential optimization is approxi-
mately twice as fast as joint optimization due to handling much less complicated
problems in either phases of the sequential processing. The fact that the wiener
filtering stage is independent for each window and can be parallelized to provide
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Table 1. Performance of joint declipping and source separation (”Joint”), of sequential
declipping and source separation (”Sequential”) and of source separation only using
clipped signal (”S. Separation”), on 5 mixtures of 3 sources and for three levels of
clipping from light to heavy. The energy loss percentage due to declipping is also
shown in the third column. The declipping performance is measured with SNRm while
the source separation performance is measured with SDR.

Clipping Energy Joint Sequential S. Separation

Loss Loss SNRm SDR SNRm SDR SNRm SDR

Heavy (th. 0.2) 42.56 % 14.64 9.22 14.14 7.08 7.22 6.01

Mixture 1 Mod. (th. 0.5) 2.60 % 18.78 8.09 19.30 8.10 15.84 8.13

Light (th. 0.8) 0.04 % 24.49 8.08 25.61 8.07 20.75 8.09

Heavy (th. 0.2) 50.86 % 9.72 5.13 9.72 5.58 6.62 4.27

Mixture 2 Mod. (th. 0.5) 4.43 % 17.97 6.98 18.57 6.57 14.53 7.11

Light (th. 0.8) 0.08 % 24.25 6.81 25.15 6.73 21.85 6.76

Heavy (th. 0.2) 49.28 % 16.64 11.82 17.21 -0.03 7.31 7.79

Mixture 3 Mod. (th. 0.5) 2.52 % 22.41 8.97 22.18 7.07 14.74 9.08

Light (th. 0.8) 0.09 % 25.45 7.15 24.69 9.12 20.78 9.25

Heavy (th. 0.2) 50.78 % 7.89 6.11 6.25 4.84 7.44 5.86

Mixture 4 Mod. (th. 0.5) 2.31 % 19.42 9.47 17.88 8.95 15.05 9.14

Light (th. 0.8) 0.02 % 27.67 9.80 29.45 10.10 19.12 10.14

Heavy (th. 0.2) 37.11 % 13.60 6.61 13.34 2.76 8.26 5.15

Mixture 5 Mod. (th. 0.5) 1.19 % 18.58 7.85 20.22 8.23 15.20 8.23

Light (th. 0.8) 0.04 % 17.82 8.10 17.97 8.65 17.73 8.54

Heavy (th. 0.2) 46.12 % 12.50 7.78 12.13 4.05 7.37 5.82

Average Mod. (th. 0.5) 2.61 % 19.43 8.27 19.63 7.78 15.07 8.34

Light (th. 0.8) 0.05 % 23.93 7.99 24.57 8.54 20.05 8.56

significant speed improvements, can be helpful to overcome this problem in the
future.

5 Conclusion

Leveraging low-rank NTF techniques, we have proposed a novel framework to
attack simultaneously audio inpainting and audio source separation. Focusing
on the case where signal loss is due to clipping, we investigated audio declipping
and source separation, either jointly or sequentially, with comparison to source
separation ignoring the clipping. The results have shown that the clipping arte-
facts must not be ignored in order to have a good source separation performance,
especially in the case of severe clipping. We also showed that, the source sep-
aration also improves the performance of declipping and the joint optimization
provides better source separation performance in almost all the cases when there
is considerable clipping.

The proposed algorithm still has some limitations, such as the reduced flexi-
bility in utilizing the components in the low rank NTF structure. Hence improved
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methods to provide prior information on the sources without such limitations is
future work. It is also observed that the joint algorithm is slower than the other
approaches, and increasing the speed of optimization through better parallel
processing is also a promising direction for future research.
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