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Abstract. Scientific workloads are often described by directed acyclic
task graphs. This is in particular the case for multifrontal factorization
of sparse matrices —the focus of this paper— whose task graph is struc-
tured as a tree of parallel tasks. Prasanna and Musicus [19,20] advocated
using the concept of malleable tasks to model parallel tasks involved in
matrix computations. In this powerful model each task is processed on a
time-varying number of processors. Following Prasanna and Musicus, we
consider malleable tasks whose speedup is pα, where p is the fractional
share of processors on which a task executes, and α (0 < α ≤ 1) is a
task-independent parameter. Firstly, we use actual experiments on mul-
ticore platforms to motivate the relevance of this model for our applica-
tion. Then, we study the optimal time-minimizing allocation proposed by
Prasanna and Musicus using optimal control theory. We greatly simplify
their proofs by resorting only to pure scheduling arguments. Building on
the insight gained thanks to these new proofs, we extend the study to dis-
tributed (homogeneous or heterogeneous) multicore platforms. We prove
the NP-completeness of the corresponding scheduling problem, and we
then propose some approximation algorithms.

1 Introduction

Parallel workloads are often modeled as directed acyclic task graphs, or DAGs,
where nodes represent tasks and edges represent dependencies between tasks.
Task graphs arise from many scientific domains, such as image processing, ge-
nomics, and geophysical simulations. In this paper, we focus on task graphs
coming from sparse linear algebra, and especially from the factorization of sparse
matrices using the multifrontal method. Liu [18] explains that the computational
dependencies and requirements in Cholesky and LU factorization of sparse ma-
trices using the multifrontal method can be modeled as a task tree, called the
assembly tree. We therefore focus on dependencies that can be modeled as a tree.
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tional Research Agency.



In the abundant existing literature, several variants of the task graph schedul-
ing problem are addressed, depending on the ability to process a task in parallel:
tasks are either sequential (not amenable to parallel processing), rigid (request-
ing a given number of processors), moldable (able to cope with any fixed number
of processors) or even malleable (processed on a variable number of processors)
in the terminology of Drozdowski [6, chapter 25]. When considering moldable
and malleable tasks, one has to define how the processing time of a task depends
on the number of allocated processors. Under some general assumptions, Jansen
and Zhang [14] derive a 3.29 approximation algorithm for arbitrary precedence
constraints, which is improved in a 2.62 approximation in the particular case
of a series-parallel precedence graph by Lepere et al. [16]. However, although
polynomial, these algorithms relies on complex optimization techniques, which
makes them difficult to implement in a practical setting.

In this study, we consider a special case of malleable tasks, where the speedup
function of each task is pα, where p is the number of processors allocated to the
task, and 0 < α ≤ 1 is a global parameter. In particular, when the share of
processors pi allocated to a task Ti is constant, its processing time is given by
Li/p

α
i , where Li is the sequential duration of Ti. The case α = 1 represents

the unrealistic case of a perfect linear speed-up, and we rather concentrate on
the case α < 1 which takes into consideration the cost of the parallelization. In
particular α < 1 accounts for the cost of intra-task communications, without
having to decompose the tasks in smaller granularity sub-tasks with explicit
communications, which would make the scheduling problem intractable. This
model has been advocated by Prasanna and Musicus [20] for matrix operations,
and we present some new motivation for this model in our context. As in [20],
we also assume that it is possible to allocate non-integer shares of processors to
tasks. This amounts to assume that processors can share their processing time
among tasks. When task A is allocated 2.6 processors and task B 3.4 processors,
one processor dedicates 60% of its time to A and 40% to B. Note that this
is a realistic assumption, for example, when using modern task-based runtime
systems such as StarPU [3], KAAPI [9], or PaRSEC [4]. This allows to simplify
the scheduling problem and to derive optimal allocation algorithms.

Our objective is to minimize the total processing time of a tree of malleable
tasks. Initially, we consider a homogeneous platform composed of p identical
processors. To achieve our goal, we take advantage of two sources of parallelism:
the tree parallelism which allows tasks independent from each others (such as
siblings) to be processed concurrently, and the task parallelism which allows a
task to be processed on several processors. A solution to this problem describes
both in which order tasks are processed and which share of computing resources
is allocated to each task.

In [19,20], the same problem has been addressed by Prasanna and Musicus
for series-parallel graphs (or SP-graphs). Such graphs are built recursively as
series or parallel composition of two smaller SP-graphs. Trees can be seen as a
special-case of series-parallel graphs, and thus, the optimal algorithm proposed
in [19,20] is also valid on trees. They use optimal control theory to derive general



theorems for any strictly increasing speedup function. For the particular case of
the speedup function pα, Prasanna and Musicus prove some properties of the
unique optimal schedule which allow to compute it efficiently. Their results are
powerful (a simple optimal solution is proposed), but to obtain these results
they had to transform the problem in a shape which is amenable to optimal
control theory. Thus, their proofs do not provide any intuition on the underlying
scheduling problem, yet it seems tractable using classic scheduling arguments.

In this paper, our contributions are the following:
• In Sect. 2, we show that the model of malleable tasks using the pα speed-up

function is justified in the context of sparse matrix factorization.
• In Sect. 4, we propose a new and simpler proof for the results of [19,20] on

series-parallel graphs, using pure scheduling arguments.
• In Sect. 5, we extend the previous study on distributed memory machines,

where tasks cannot be distributed across several distributed nodes. We pro-
vide NP-completeness results and approximation algorithms.

2 Validation of the Malleable Task Model

In this section, we evaluate the model proposed by Prasanna and Musicus
in [19,20] for our target application. This model states that the instantaneous
speedup of a task processed on p processors is pα. Thus, the processing time of
a task Ti of size Li which is allocated a share of processors pi(t) at time t is

equal to the smallest value Ci such that
∫ Ci

0
(pi(t))

α
dt ≥ Li, where α is a task-

independent constant. When the share of processors pi is constant, Ci = Li/p
α
i .

Our goal is (i) to find whether this formula well describes the evolution of the
task processing time for various shares of processors and (ii) to check that dif-
ferent tasks of the same application have the same α parameter. We target a
modern multicore platform composed of a set of nodes each including several
multicore processors. For the purpose of this study we restrict ourselves to the
single node case for which the communication cost will be less dominant. In this
context, pi(t) denotes the number of cores dedicated to task Ti at time t.

We consider applications having a tree-shaped task graph constituted of par-
allel tasks. This kind of execution model can be met in sparse direct solvers where
the matrix is first factorized before the actual solution is computed. For instance,
either the multifrontal method [7] as implemented in MUMPS [1] or qr mumps [5],
or the supernodal approach as implemented in SuperLU [17] or in PaStiX [12],
are based on tree-shaped task graphs (namely the assembly tree [2]). Each task
in this tree is a partial factorization of a dense sub-matrix or of a sparse panel.
In order to reach good performance, these factorizations are performed using
tiled linear algebra routines (BLAS): the sub-matrix is decomposed into 2D tiles
(or blocks), and optimized BLAS kernels are used to perform the necessary op-
erations on each tile. Thus, each task can be seen as a task graph of smaller
granularity sub-tasks.

As computing platforms evolve quickly and become more complex (e.g., be-
cause of the increasing use of accelerators such as GPUs or Xeon Phis), it be-
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Fig. 1. Timings and α values for qr mumps frontal matrix factorization kernel

comes interesting to rely on an optimized dynamic runtime system to allocate
and schedule tasks on computing resources. These runtime systems (such as
StarPU [3], KAAPI [9], or PaRSEC [4]) are able to process a task on a pre-
scribed subset of the computing cores that may evolve over time. This motivates
the use of the malleable task model, where the share of processors allocated to
a task vary with time. This approach has been recently used and evaluated [13]
in the context of the qr mumps solver using the StarPU runtime system.

In order to assess whether tasks used within sparse direct solvers fit the
model introduced by Prasanna and Musicus in [20] we conducted an experimental
study on several dense linear algebra tasks. We used a test platform composed
of 4 Intel E7-4870 processors having 10 cores each clocked at 2.40 GHz and
having 30 MB of L3 cache for a total of 40 cores. The platform is equipped with
1 TB of memory with uniform access. We considered dense operations which are
representative of what can be met in sparse linear algebra computations, namely
the standard frontal matrix factorization kernel used in the qr mumps solver. We
used either block-columns of size 32 (1D partitioning) or square blocks of size
256 (2D partitioning). All experiments were made using the StarPU runtime.

Figure 1(a) presents the timings obtained when processing the qr mumps

frontal matrix factorization kernel on a varying number of processors. The log-
arithmic scales show that the pα speedup function models well the timings,
except for small matrices when p is large. In those cases, there is not enough
parallelism in tasks to exploit all available cores. We performed linear regressions
on the portions where p ≤ 10 to compute α for different task sizes (Fig. 1(b)). We
performed the same test for 2D partitioning and computed the corresponding α
values (using p ≤ 20). We notice that the value of α does not vary significantly
with the matrix size, which validates our model. The only notable exception is
for the smallest matrix (5000x1000) with 1D partitioning: it is hard to efficiently
use many cores for such small matrices. In all cases, when the number of pro-
cessors is larger than a threshold the performance deteriorates and stalls. Our



speedup model is only valid below this threshold, which threshold increases with
the matrix size. This is not a problem as the allocation schemes developed in
the next sections allocate large numbers of processors to large tasks at the top
of the tree and smaller numbers of processors for smaller tasks. In other words,
we produce allocations that always respect the validity thresholds of the model.
Finally, note that the value of α depends on the parameters of the problem (type
of factorization, partitioning, block size, etc.). It has to be determined for each
kernel and each set of blocking parameters.

3 Model and Notations

We assume that the number of available computing resources may vary with
time: p(t) gives the (possibly rational) total number of processors available at
time t, also called the processor profile. For the sake of simplicity, we consider
that p(t) is a step function. Although our study is motivated by an application
running on a single multicore node (as outlined in the previous section), we
use the term processor instead of computing core in the following sections for
readability and consistency with the scheduling literature.

We consider an in-tree G of n malleable tasks T1, . . . , Tn. Li denotes the
length, that is the sequential processing time, of task Ti. As motivated in the
previous section, we assume that the speedup function for a task allocated p
processors is pα, where 0 < α ≤ 1 is a fixed parameter. A schedule S is a set of
nonnegative piecewise continuous functions

{
pi(t)

∣∣ i ∈ I} representing the time-
varying share of processors allocated to each task. During a time interval ∆, the
task Ti performs an amount of work equal to

∫
∆
pi(t)

α dt. Then, Ti is completed
when the total work performed is equal to its length Li. The completion time

of task Ti is thus the smallest value Ci such that
∫ Ci

0
pi(t)

αdt ≥ Li. We define
wi(t) as the ratio of the work of the task Ti that is done during the time interval

[0, t]: wi(t) =
∫ t
0
pi(x)α dx

/
Li. A schedule is a valid solution if and only if:

• it does not use more processors than available: ∀t,
∑
i∈I pi(t) ≤ p(t);

• it completes all the tasks: ∃τ, ∀i ∈ I, wi(τ) = 1;
• and it respects precedence constraints: ∀i ∈ I, ∀t, if pi(t) > 0 then, ∀j ∈ I,

if j is a child of i, wj(t) = 1.

The makespan τ of a schedule is computed as min{t | ∀i wi(t) = 1}. Our objective
is to construct a valid schedule with optimal, i.e., minimal, makespan.

Note that because of the speedup function pα, the computations in the follow-
ing sections will make a heavy use of the functions f : x 7→ xα and g : x 7→ x(1/α).
We assume that we have at our disposal a polynomial time algorithm to com-
pute both f and g. We are aware that this assumption is very likely to be wrong,
as soon as α < 1, since f and g produce irrational numbers. However, without
these functions, it is not even possible to compute the makespan of a schedule in
polynomial time and, hence, the problem is not in NP. Furthermore, this allows
us to avoid the complexity due to number computations, and to concentrate on
the most interesting combinatorial complexity, when proving NP-completeness



results and providing approximation algorithms. In practice, any implementa-
tion of f and g with a reasonably good accuracy will be sufficient to perform all
computations including the computation of makespans.

In the next section, following Prasanna and Musicus, we will not consider
trees but more general graphs: series-parallel graphs (or SP graphs). An SP graph
is recursively defined as a single task, the series composition of two SP graphs, or
the parallel composition of two SP graphs. A tree can easily be transformed into
an SP graph by joining the leaves according to its structure, the resulting graph is
then called a pseudo-tree. We will use (i ‖ j) to represent the parallel composition
of tasks Ti and Tj and (i ; j) to represent their series composition. Thanks to the
construction of pseudo-trees, an algorithm which solves the previous scheduling
problem on SP-graphs also gives an optimal solution for trees.

4 Optimal Solution for Shared-Memory Platforms

The purpose of this section is to give a simpler proof of the results of [19,20]
using only scheduling arguments. We consider an SP-graph to be scheduled on
a shared-memory platform (each task can be distributed across the whole plat-
form). We assume that α < 1 and prove the uniqueness of the optimal schedule.

Our objective is to prove that any SP graph G is equivalent to a single task
TG of easily computable length: for any processor profile p(t), graphs G and TG
have the same makespan. We prove that the ratio of processors allocated to any
task Ti, defined by ri(t) = pi(t)/p(t), is constant from the moment at which Ti
is initiated to the moment at which it is terminated. We also prove that in an
optimal schedule, the two subgraphs of a parallel composition terminate at the
same time and each receives a constant total ratio of processors throughout its
execution. We then prove that these properties imply that the optimal schedule
is unique and obeys to a flow conservation property: the shares of processors
allocated to two subgraphs of a series composition are equal. When considering
a tree, this means that the whole schedule is defined by the ratios of processors
allocated to the leaves. Then, all the children of a node Ti terminate at the same
time, and its ratio is the sum of its children ratios.

We first need to define the length LG associated to a graph G, which will
be proved to be the length of the task TG. Then, we state a few lemmas before
proving the main theorem. We only present here sketches of the proofs, the
detailed versions can be found in [10].

Definition 1 We recursively define the length LG associated to a SP graph G:

• LTi
= Li • LG1 ;G2

= LG1
+ LG2

• LG1 ‖G2
=
(
L1/α
G1

+ L1/α
G2

)α
Lemma 1. An allocation minimizing the makespan uses all the processors at
any time.

We call a clean interval with regard to a schedule S an interval during which
no task is completed in S.



Lemma 2. When the number of available processors is constant, any optimal
schedule allocates a constant number of processors per task on any clean interval.

Proof. By contradiction, we assume that there exists an optimal schedule P of
makespan M , a task Tj and a clean interval ∆ = [t1, t2] such that Tj is not
allocated a constant number of processors on ∆. By definition of clean intervals,
no task completes during ∆. |∆| = t2− t1 denotes the duration of ∆, I the set of
tasks that receive a non-empty share of processors during ∆, and p the constant
number of available processors.

We want to show that there exists a valid schedule with a makespan smaller
than M . To achieve this, we define an intermediate and not necessarily valid
schedule Q, which nevertheless respects the resource constraints (no more than
p processors are used at time t). This schedule is equal to P except on ∆.
The constant share of processors allocated to task Ti on ∆ in Q is defined by
qi = 1

|∆|
∫
∆
pi(t)dt. For all t, we have

∑
i∈I pi(t) = p because of Lemma 1. We get∑

i∈I qi = p. So Q respects the resource constraints. Let W∆
i (P) (resp. W∆

i (Q))
denote the work done on Ti during ∆ under schedule P (resp. Q). We have

W∆
i (P) =

∫
∆

pi(t)
αdt = |∆|

∫
[0,1]

pi(t1 + t|∆|)αdt

W∆
i (Q) =

∫
∆

(
1

|∆|

∫
∆

pi(t)dt

)α
dx = |∆|

(∫
[0,1]

pi(t1 + t|∆|)dt

)α
As α < 1, the function x 7→ xα is concave and then, by Jensen inequality [11],
W∆
i (P) ≤ W∆

i (Q). Moreover, as x 7→ xα is strictly concave, this inequality is
an equality if and only if the function t 7→ pi(t1 + t|∆|) is equal to a constant
on [0, 1[ except on a subset of [0, 1[ of null measure [11]. Then, by definition, pj
is not constant on ∆, and cannot be made constant by modifications on a set
of null measure. We thus have W∆

j (P) < W∆
j (Q). Therefore, Tj is allocated too

many processors under Q. It is then possible to distribute this surplus among the
other tasks during ∆, so that the work done during ∆ in P can be terminated
earlier. This remark implies that there exists a valid schedule with a makespan
smaller than M ; hence, the contradiction. ut

We recall that ri(t) = pi(t)/p(t) is the instantaneous ratio of processors
allocated to a task Ti .

Lemma 3. Let G be the parallel composition of two tasks, T1 and T2. If p(t)
is a step function, in any optimal schedule r1(t) is constant and equal to π1 =

1
/(

1 + (L2/L1)
1/α
)

= L
1/α
1

/
L1/α
1 ‖ 2 up to the completion of G.

Proof. First, we prove that r1(t) is constant on any optimal schedule.
We consider an optimal schedule S, and two consecutive time intervals A

and B such that p(t) is constant and equal to p on A and q on B, and S does
not complete before the end of B. Suppose also that |A|pα = |B|qα (shorten
one interval otherwise), where |A| and |B| are the durations of intervals A and
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B. By Lemma 2, r1(t) has constant values rA1 on A and rB1 on B. Suppose by
contradiction that rA1 6= rB1 .

We want to prove that S is not optimal, and so that we can do the same
work as S does on A∪B in a smaller makespan. We set r1 =

(
rA1 + rB1

)/
2. We

define the schedule S ′ as equal to S except on A ∪ B where the ratio allocated
to T1 is r1 (see Fig. 2).
The work W1 on task T1 under S and W ′

1 under S ′ during A ∪B are equal to:

W1 = |A|pα
(
rA1
)α

+ |B|qα
(
rB1
)α

W ′
1 = rα1 (|A|pα + |B|qα)

Then, with the concavity inequality and the fact that |B|qα = |A|pα, we can
deduce that W ′

1 > W1 and symmetrically that W ′
2 > W2.

Therefore, S ′ performs strictly more work for each task during A∪B than S.
Thus, as in Lemma 2, S is not optimal. So r1(t) is constant in optimal schedules.

There remains to prove that in an optimal schedule S, r1(t) = π1; hence, the
optimal schedule is unique. As p(t) is a step function, we define the sequences
(Ak) and (pk) such that Ak is the duration of the k-th step of the function p(t)
and p(t) = pk > 0 on Ak. The sum of the durations of the Ak’s is the makespan
of S. Then, if we note V =

∑
k |Ak|pαk and r1 the value of r1(t), we have:

L1 =
∑
k

|Ak|rα1 pαk = rα1 V and L2 =
∑
k

|Ak|(1− r1)αpαk = (1− r1)αV

Then, r1 = 1
/(

1 + (L2/L1)
1/α
)

= π1. ut

Lemma 4. Let G be the parallel composition of tasks T1 and T2, with p(t) a
step function, and S an optimal schedule. Then, the makespan of G under S is
equal to the makespan of the task TG of length LG = L1 ‖ 2.

Proof. We characterize p(t) by the sequences (Ak) and (pk) as in the proof of
Lemma 3. We know by Lemma 3 that the share allocated to T1 is constant and
equal to π1pk on each interval Ak. Then, by summing the work done on each
interval for both tasks, one can prove that they are completed simultaneously,
and that this completion time is the same as that of task TG under the same
processor profile. ut



Theorem 2. For every graph G, if p(t) is a step function, G has the same
optimal makespan as its equivalent task TG of length LG (computed as in Defi-
nition 1). Moreover, there is a unique optimal schedule, and it can be computed
in polynomial time.

Proof. In this proof, we only consider optimal schedules. Therefore, when the
makespan of a graph is considered, this is implicitly its optimal makespan. We
first remark that in any optimal schedule, as p(t) is a step function and because
of Lemma 2, only step functions are used to allocate processors to tasks, and
so Lemma 4 can be applied on any subgraph of G without checking that the
processor profile is also a step function for this subgraph. We now prove the
result by induction on the structure of G.

• G is a single task. The result is immediate.
• G is the series composition of G1 and G2. By induction, G1 (resp. G2) has the

same makespan as task TG1
(resp. TG2

) of length LG1
(resp. LG2

) under any
processor profile. Therefore, the makespan of G is equal to LG = LG1 ;G2 =
LG1 + LG2 . The unique optimal schedule of G under p(t) processors is the
concatenation of the optimal schedules of G1 and G2.

• G is the parallel composition of G1 and G2. By induction, G1 (resp. G2) has
the same makespan as task TG1

(resp. TG2
) of length LG1

(resp. LG2
) under

any processor profile. Consider an optimal schedule S of G and let p1(t) be
the processor profile allocated to G1. Let S̃ be the schedule of (TG1

‖TG2
)

that allocates p1(t) processors to TG1
. S̃ is optimal and achieves the same

makespan as S for G because TG1 and G1 (resp. TG2 and G2) have the
same makespan under any processor profile. Then, by Lemma 4, S̃ (so S)
achieves the same makespan as the optimal makespan of the task TG of
length LG1 ‖G2

= LG. Moreover, by Lemma 3 applied on (TG1
‖TG2

), we
have p1(t) = π1p(t). By induction, the unique optimal schedules of G1 and
G2 under respectively p1(t) and (p(t) − p1(t)) processors can be computed.
Therefore, there is a unique optimal schedule of G under p(t) processor: the
parallel composition of these two schedules.

Therefore, there is a unique optimal schedule for G under p(t). Moreover, it
can be computed in polynomial time. We describe here the algorithm to compute
the optimal schedule of a tree G, but it can be extended to treat SP-graphs. The
length of the equivalent task of each subtree of G can be computed in polynomial
time by a depth-first search of the tree (assuming that raising a number to the
power α or 1/α can be done in polynomial time). Hence, the ratios π1 and π2
for each parallel composition can also be computed in polynomial time. Finally,
these ratios imply the computation in linear time of the ratios of the processor
profile that should be allocated to each task after its children are completed,
which describes the optimal schedule. ut

5 Extensions to Distributed Memory

The objective of this section is to extend the previous results to the case where
the computing platform is composed of several nodes with their own private



memory. In order to avoid the large communication overhead of processing a task
on cores distributed across several nodes, we forbid such a multi-node execution:
the tasks of the tree can be distributed on the whole platform but each task
has to be processed on a single node. We prove that this additional constraint,
denoted by R, renders the problem much more difficult. We concentrate first on
platforms with two homogeneous nodes and then with two heterogeneous nodes.

5.1 Two Homogeneous Multicore Nodes

In this section, we consider a multicore platform composed of two equivalent
nodes having the same number of computing cores p. We also assume that all
the tasks Ti have the same speedup function pαi on both nodes. We first show
that finding a schedule with minimum makespan is weakly NP-complete, even
for independent tasks:

Theorem 3. Given two homogenous nodes of p processors, n independent tasks
of sizes L1, ..., Ln and a bound T , the problem of finding a schedule of the n tasks
on the two nodes that respects R, and whose makespan is not greater than T ,
is (weakly) NP-complete for all values of the α parameter defining the speedup
function.

The proof relies on the Partition problem, which is known to be weakly (i.e.,
binary) NP-complete [8], and uses tasks of length Li = aαi , where the ai’s are the
numbers from the instance of the Partition problem. We recall that we assume
that functions x 7→ xα and x 7→ x1/α can be computed in polynomial time.
Details can be found in the companion research report [10].

We also provide a constant ratio approximation algorithm. We recall that a
ρ-approximation provides on each instance a solution whose objective z is such
that z ≤ ρz∗, where z∗ is the optimal value of the objective on this instance.

Theorem 4. There exists a polynomial time
(
4
3

)α
-approximation algorithm for

the makespan minimization problem when scheduling a tree of malleable tasks on
two homogenous nodes.

Due to lack of space, we refer the interested reader to the companion research
report for the complete description of the algorithm and proof [10]. The proof
of the approximation ratio consists in comparing the proposed solution to the
optimal solution on a single node made of 2p processors, denoted SPM. Such
an optimal solution can be computed as proposed in the previous section, and
is a lower bound on the optimal makespan on 2 nodes with p processors. The
general picture of the proposed algorithm is the following. First, the root of
the tree is arbitrarily allocated to the p processors of one of the two nodes.
Then, the subtrees Si’s rooted at the root’s children are considered. If none of
these subtrees is allocated more than p processors in SPM, then we show how
to “pack” the subtrees on the two nodes and bound the slow-down by

(
4
3

)α
.

On the contrary, if one of the Si’s is allocated more than p processors in SPM,
then we allocate p processors to its root, and recursively call the algorithm on
its children and on the remaining subtrees.



5.2 Two Heterogeneous Multicore Nodes

We suppose here that the computing platform is made of two processors of dif-
ferent processing capabilities: the first one is made of p cores, while the second
one includes q cores. We also assume that the parameter α of the speedup func-
tion is the same on both processors. As the problem gets more complicated, we
concentrate here on n independent tasks, of lengths L1, ..., Ln. Thanks to the
homogenous case presented above, we already know that scheduling independent
tasks on two nodes is NP-complete.

This problem is close to the Subset Sum problem. Given n numbers, the
optimization version of Subset Sum considers a target K and aims at finding
the subset with maximal sum smaller than or equal to K. There exists many
approximation schemes for this problem. In particular, Kellerer et al. [15] propose
a fully polynomial approximation scheme (FPTAS). Based on this result, an
approximation scheme can be derived for our problem.

Theorem 5. There exists an FPTAS for the problem of scheduling independent

malleable tasks on two heterogeneous nodes, provided that, for each task, L
1/α
i is

an integer.

The proof is complex and detailed in [10]. The assumption on the L
1/α
i s is

needed to apply the FPTAS of Subset Sum, which is valid only on integers.

6 Conclusion

In this paper, we have studied how to schedule trees of malleable tasks whose
speedup function on multicore platforms is pα. We have first motivated the use
of this model for sparse matrix factorizations by actual experiments. When using
factorization kernels actually used in sparse solvers, we show that the speedup
follows the pα model for reasonable allocations. On the machine used for our
tests, α is in the range 0.85–0.95. Then, we proposed a new proof of the optimal
allocation derived by Prasanna and Musicus [19,20] for such trees on single
node multicore platforms. Contrarily to the use of optimal control theory of the
original proofs, our method relies only on pure scheduling arguments and gives
more intuitions on the scheduling problem. Based on these proofs, we proposed
several extensions for two multicore nodes: we prove the NP-completeness of
the scheduling problem and propose a

(
4
3

)α
-approximation algorithm for a tree

of malleable tasks on two homogeneous nodes, and an FPTAS for independent
malleable tasks on two heterogeneous nodes.

The perspectives to extend this work follow two main directions. First, it
would be interesting to extend the approximations proposed for the heteroge-
neous case to a number of nodes larger than two, and to more heterogeneous
nodes, for which the value of α differs from one node to another. This is a promis-
ing model for the use of accelerators (such as GPU or Xeon Phi). The second
direction concerns an actual implementation of the PM allocation scheme in a
sparse solver.
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