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Abstract: This paper deals with mutual information-based numerical and physical registration of white light images vs.
fluorescence images for microrobotic laser microphonosurgery of the vocal folds. More precisely, it presents
two techniques: a numerical registration of multimodal images and a vision feedback control for positioning
an endoscope with regards to a preoperative image (fluorescence image). Nelder-Mead Simplex for nonlinear
optimization is used to minimize the cost-function. The proposed methods are successfully validated in an
experimental set-up using preoperative fluorescence images and real-time white light images of the vocal
folds.

1 INTRODUCTION

Direct visualization of the larynx and the trachea is
often used for the diagnosis but also in surgical in-
tervention (Jackel et al., 2013). The most successful
robotic system for the vocal folds surgery is certainly
the suspension lryngoscope (Fig. 1(a)). It consists of
a straight-rigid laryngoscope, a stereomicroscope, a
laser source, and a controlled device based on a foot-
pedal activating the laser (Eckel et al., 2003). This
system is largely deployed in hospitals but it features
many drawbacks: i) extreme extension of the patient’s
neck; ii) poor ergonomics of the operating setup; iii)
considerable skills and expertise required for the clin-
ician; and iv) lack of precision.

Alternative approaches are under investiga-
tion: the use of the HARP (Highly Articulated
Robotic Probe) highly flexible robot for conventional
surgery (Degani et al., 2006) or the use of an endo-
scopic laser micromanipulator (Tamadazte and An-
dreff, 2014) (Fig. 1(b)). In both cases, surgery can
be preceded by a diagnosis using fluorescence imag-
ing (Sevick-Muraca, 2004). For this, the fluorescence
based diagnosis is done a few days before surgery in-
tervention. Therefore, during a surgical intervention
the fluorescence diagnosis image must be registered
to the real-time white light images grabbed by the en-
doscopic system in order to define the incision path
pour the laser ablation or resection. The Registration
can be done either numerically or by physically mov-
ing the endoscope to the place where the fluorescence

image was grabbed few days ago.

In this paper, our aim is to control a robot based
on direct visual servoing, using image information
coming from light white and fluorescence sensors.
However, this control needs to be done without a pri-
ory model of the robot and the camera. Indeed, ap-
proaches have been implemented which are mainly
based on the use of the image global information
(gradient (Marchand and Collewet, 2010), photome-
try (Collewet and Marchand, 2011) or mutual infor-
mation (Dame and Marchand, 2011)). The use of mu-
tual information (MI) in visual servoing problems has
proved to be especially effective in the case of mul-
timodal and less contrasted images (Dame and Marc-
hand, 2009).In fact, these control techniques assume
that the kinematic model of the robot and the cam-
era intrinsic parameters are at least partially known,
but would fail if the system parameters were fully un-
known. In addition to the constraint that the initial po-
sition cannot be very distant from the desired position
to totally ensure convergence. Therefore, it was pro-
posed to use the Simplex method (Nelder and Mead,
1965) instead of gradient (which requires at least a
rough calibration of the camera and a computation of
the camera/robot transformation) as in (Miura et al.,
2005) where the geometrical visual features are used
to design the controller.

Furthermore, in the surgical robotics context, it
is preferable to free ourselves from any calibration
procedure (camera, robot or robot/camera system) for
several reasons:



• calibration procedures is often difficult to perform
especially by non-specialist operators i.e., clini-
cians;

• surgeons entering in the operation room are per-
fectly sterilized to avoid any risk of contamina-
tion, and then it is highly recommended to limit
the manipulation of the different devices inside
the operating room.

For these reasons, we opted for uncalibrated and
model-free multimodal registration and visual servo-
ing schemes using the MI as a global visual feature
and a Simplex optimization method. This means it is
not necessary to compute the interaction matrix (Ja-
cobian image); the kinematic model of the robot may
be totally unknown without any constraint in the ini-
tial position of the robot with respect to its desired
position.

This paper is structured as follows: Section 2
gives the basics of MI. Section 3 presents the Sim-
plex method. Section 4 describes the multimodal reg-
istration and the visual servoing achievement. Finally,
Section 5 deals with the validation results.

Figure 1: (a) the current laser phonosurgery system and (b)
the targeted system.

2 MI AND REGISTRATION

In the literature, multimodal images registration has
been widely discussed. Zitova et al. (Zitová and
Flusser, 2003) classified registration techniques for
medical applications into two main categories: area-
based and features-based methods. In these cases, the
registration process follows mainly four steps: fea-
ture detection, feature matching, transformation esti-
mation, and image resampling. As previously stated,
our approach is based mutual information rather than
geometrical visual features. Therefore, the most crit-
ical steps (feature detection and matching) of a con-
ventional registration method are removed. Instead,
from the joint and marginal entropy of two images, it
is possible to compute their similarities. This means
that is the higher the MI, the more the images are
aligned (Dame and Marchand, 2009).

2.1 Mutual Information in the Image

MI is based on the measure of information, commonly
called entropy, in 1D signal. By extension, the en-
tropy expression in an image I is given by

H(I) =−
NI

∑
i=0

pI(i)log2(pI(i)) (1)

where H(I) represents the marginal entropy also
called Shannon entropy of an image I, i∈ [0, NI] (with
NI = 255) defines a possible gray value of an image
pixel, and pI is the probability distribution function
also called marginal probability of i. This can be esti-
mated using the normalized histogram of I.

Moreover, the entropy between two images I1 and
I2 is known as joint entropy H(I1,I2). It is defined as
the joint variability of both images

H(I1,I2) =−
NI1

∑
i=0

NI2

∑
j=0

pI1I2(i, j)log2(pI1I2(i, j)) (2)

where i and j are the pixels intensities of the two
images I1 and I2 respectively, pI1I2(i, j) is the joint
probability for each pixel value. The joint probabil-
ity is accessible by computing the NI1 + 1 × NI2 +
1 × Nbin + 1 joint histogram which is built with two
axes defining the bin-size representation of the image
gray levels and an axis defining the number of occur-
rences between I1 and I2.

From (1) and (2), the MI contained in I1 and I2 is
defined as

MI(I1,I2) = H(I1)+H(I2)−H(I1,I2) (3)

and can be expressed using the marginal probability
pI and joint probability pI1I2(i, j), by replacing (1)



and (2) in (3) with some mathematical manipulations

MI(I1,I2) = ∑
i, j

pI1,I2(i, j)log
( prI1I2(i, j)

pI1(i)pI2( j)

)
(4)

which has to be maximized.
In practice, cost-function computed using (4)

shows the presence of noise in the MI. This creates
more or less important local maxima which compli-
cate the optimization process (Dame and Marchand,
2009). To reduce the joint histogram space as well as
MI noise and thereby local maxima (at least for the
less significant local maxima), Dawson et al. (Dow-
son and Bowden, 2006) have proposed to use the in-
Parzen windowing formulation in the MI computation

Ib1(k) = I1(k) Nc
rmax

and Ib2(k) = I2(k) Nc
tmax

(5)

where tmax = rmax = 255 and Nc the new bin-size of
the joint histogram and Ib1,Ib2 is the new gray level
value of I1 and I2, respectively.

In addition to the resampling of the joint his-
togram, it is advisable to introduce a filtering method
based on B-splines interpolation in order to further
smooth the MI cost-function. Thus, the abrupt change
(mainly due to the fact that we use multimodal im-
ages) in the cost-function creating local maxima are
flattened in order to reduce again these irregularities.
In our case, we opted for a third-order interpolation
ψ which presents a good balance between smoothing
quality and time computation. Thereby, both marginal
and joint probabilities become

pIb1Ib2(i, j) =
1

Nk
∑
k

ψ(i− Ib1(k))ψ
(

j− Ib2(k)
)

(6)

pIb1(i) =
1

Nk
∑
k

ψ(i− Ib1(k,x)) (7)

pIb2( j) =
1

Nk
∑
k

ψ( j− Ib2(k)) (8)

with Nk is the number of pixels in the new images Ib1
and Ib2 and ψ is the used B-spline function.

3 SIMPLEX-BASED
REGISTRATION

This section deals with the method for solving the MI
maximization problem. However, before describing
the chosen optimization approach among the many
existing ones (Kelley, 1999) to solve this problem, it is
necessary to know the exact shape of the cost-function
in the case of bimodal images (fluorescence vs. white
light) of the vocal cords.

In practice, rather than maximizing MI, we mini-
mize the cost-function

f(r) =−MI[Ib1(r),Ib2] (9)

Because the MI depends on a translation of both
images, the problem to solve is

r̂ = arg min
r∈SE(3)

f(r) (10)

where r the camera pose with respect to world refer-
ence frame.

3.1 Cost-function Shape

Fig. 2 shows the computed cost-function in nominal
conditions (i.e., the high definition images shown in
Fig. 7). It has a global convex shape but still has
many irregularities. Consequently, derivative based
methods such as gradient descent could not neces-
sarily guarantee convergence. Thereby, an uncon-
strained optimization technique was chosen to tackle
this problem, i.e., a modified Simplex algorithm.
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Figure 2: MI cost-function in nominal conditions (represen-
tation of -MI).

3.2 Modified Simplex Algorithm
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Figure 3: Example of the Simplex steps: (A) reflection, (B)
expansion, (C) contraction, and (D) shrinkage.

The Nelder-Mead Simplex algorithm (Nelder and
Mead, 1965) roughly work as follows.



A Simplex shape S defined by vertices r1 ∈ SE(3)
to rk+1 ∈ SE(3) with k = dim(6) is iteratively updated
until convergence using four operators: reflection,
contraction, expansion, and shrinkage (see Fig. 3).
Thus, the Simplex S performs the fourth steps as fol-
lows

re f lection : rR = (1−α)g+αrW (11)

where rR the reflection vertex, α the reflection coeffi-
cient and g the centroid between rG and rB.

expansion : rE = (1− γ)g+ γrR (12)

where rE the expansion vertex and γ the expansion
coefficient, and

contraction : rC = (1−β)g+βrW (13)

where rC the contraction vertex, and β the contraction
coefficient.

shrinkage : r′G = (rG + rB)/2
r′W = (rW + rB)/2 (14)

where the vertices are updated as: rG = r′G and rW =
r′W .

Finally, the algorithm ends
when val(S) ≤ ε where val(S) =
max

(
dist(rW , rB), dist(rW , rG), dist(rG, rB)

)
,

ε is a predefined eligible small distance and dist is
the distance between two vertices.

By convention, the vertices are ordered as

f (r1)≤ f (r2)≤ ·· · ≤ f (rk+1) (15)

where r1 = the best vertex
rk+1 = the worst vertex
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Figure 4: Modified Simplex Algorithm.

The minimization of the cost-function using the
Simplex algorithm is shown in Fig. 4. In our
case, the Simplex was modified, by introducing the
quasi-gradient convergence instead of reflection stage
method (Pham and Wilamowskial, 2011), in order to
improve the convergence direction of f (without get-
ting trapped in local minima) when the controller ap-
proaches the desired position. This combination of
an unconstrained and nonlinear method and a quasi-
gradient technique allows a higher rate, faster and
smooth convergence speed. This returns to combine
the advantages of a Simplex and gradient-based opti-
mization methods.

Therefore, (11) is replaced with

rR = rB−αQ (16)

where Q the quasi-gradient vector based on the diag-
onal elements of vertices matrix r and k other points.

4 REGISTRATION VS. VISUAL
SERVOING

4.1 Image Transformation

First, the considered registration is defined as a rigid
transformation between two images. Let us as-
sume the transformation r̂ ∈ℜ3×SO(1) between the
white light image Ib1 and the fluorescence image Ib2.
Thereby, this transformation can be estimated by min-
imizing the value of MI(Ib1,Ib2).

r̂ = argmin−MI[Ib1(r),Ib2] | r : ℜ
3×SO(1) (17)

where r a possible rigid transformation. Note that in
our case, r includes the planar xyθ and z transforma-
tions.

The process allowing to carry out this registration
is operating as follows: acquisition of both white light
image Ib1 and fluorescence image Ib2 then computing
MI(Ib1, Ib2). The obtained transformation r from the
first optimization is then applied to synthesize a new
image Ib1

(
r
)

from the image Ib1. These steps are re-
peated until the predefined stop criterion is reached.

4.2 Visual Servoing

Now, it is possible to define a visual servoing control
law without any explicit interaction matrix (Jacobian
image) or kinematic model robot. Let us assume that
we have the cost-function shown in Fig. 2, then our
objective is to find the global minimum

r̂ = arg min
r∈SE(3)

−MI [Ib1(r),Ib2] (18)



Note that in our experimental validation, we use
a lab-made microrobotic cell having only 3 DOF
xyθ. This limits, in our case, the transformation to
r ∈ℜ2×S0(1).

A first way to move the robot so that the cur-
rent (smoothed) image Ib1 superimpose onto the de-
sired fluorescence (smoothed) image Ib2 is to use the
look-than-move approach: let the Simplex method
converge then apply r̂−1 to the robot and start
again (Fig. 6). However, this requires a very fine tun-
ing of the Simplex algorithm. The chosen approach
allows interlacing the Simplex loop and the vision-
based control loop. At each iteration n, the Simplex
provides rn

B, the best vertex so far, which is associ-
ated to the best transformation 0Tn since the initial-
ization. Thus, applying directly the Simplex would
require displacing the robot by

n−1Tn = 0T−1
n−1

0Tn (19)

This displacement will not be applied to the complete
transformation n−1Tn found, because that may have
the robot to take too large motion. Instead, we extract
the screw (δ, t) associated to n−1Tn

n−1Tn = e

(
[δ]∧ t

0 0

)
(20)

and take only a fraction of it δ = λδ and t = λt, con-
verted to a damped velocity over the sample period Ts
which is ω = λδ/Ts and v = λt/Ts.

Applying this velocity to the robot requires to up-
date the Simplex vertex rn

B according to the current
(estimated) transformation (Fig. 5).
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Figure 5: Possible evolution of the Simplex.

rn
B⇔ 0Tn

update
= 0Tn−1e

(
[δ]∧ t

0 0

)
(21)

This slows down the robot.
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Figure 6: MI-based visual servoing scheme.

5 REAL-WORLD VALIDATION

5.1 Numerical Registration Results

The proposed numerical registration method is vali-
dated using two vocal folds images: real fluorescence
and white light. These images taken from (Arens
et al., 2004) were acquired in two different points of
view with known pose as shown in Fig. 7. It can be
highlighted that r̂ between Ib1 and Ib2 includes four
parameters (x, y, θ and zoom). To be more realis-

Figure 7: (a) fluorescence image Ib2 and (b) white light im-
age Ib1.

Figure 8: Numerical registration results: (a) shows Ib1 inte-
grated in Ib2, and (b) a zoom in of region of interest.

tic in our validation tests, we added a circular trajec-
tory (i.e., virtual incision mark done by a surgeon), to
be tracked by the surgical laser spot, in the fluores-
cence image delimiting the tumor (Fig. 7). This path
is then by analyzing Fig. 8(a), it can be underlined
the continuity of the combination Ib1 + Ib2 which



explains the high accuracy of the registration method,
this is clearly visible on the zoom in the incision mark
(Fig. 8(b)). For this example, the numerical values are
summarized in Table 1.

Table 1: Numerical values of r̂, ẑ (1pix = 0.088mm).

DOF real pose obtained pose errors
x (mm) -8.000 -7.767 0.233
y (mm) -12.000 -12,059 0.059
θ (deg) 12.000 12.500 0.500

z 1.09 1.089 0.010

5.2 Visual Servoing Results

It is not yet possible to test our developments di-
rectly on true vocal folds using the developed flexible
laryngoscope by current lack of a technical solution
for fiber-based surgical laser and fiber-based imaging
system (this problem is being addressed through the
EU project µRALP: http://www.microralp.eu) (see
Fig.14). Therefore, a 3 DOF (xyθ) microrobotic cell
is used for the validation (Fig. 9).

Figure 9: Photography of the microrobotic cell.

Firstly, the MI-based visual servoing is validated
on monomodal images in aim to verify the valid-
ity of our controller. Fig. 10 represents an example
of white light images registration in visual servoing
mode. More precisely, Fig. 10(a) and (b) represent the
initial and desired images, respectively. In the same
way, Fig. 10(c) and (d) show the initial and final error
Ib1 - Ib2. It can be noticed that the final position of
the positioning platform matches perfectly with the
desired position indicating the good accuracy of our
method.

Fig. 11 shows the evolution of the velocities vx,
vy and vθ in the different DOF versus number of it-
erations i. It can be underlined that the developed

Figure 10: MI-based visual servoing (white light images).

Figure 11: Image velocities vx, vy and vθ vs. iterations i.

controller converges with accuracy in fifty iterations
(each iteration takes about 0.5 second). Also, the
speed varies in the iteration 40 because the Simplex
after initialization found a new best minimum.

Figure 12: MI-based visual servoing (white light vs. fluo-
rescence images).

Secondly, vocal folds multimodal images are also
used to test the proposed controller. In this scenario,
the desired image is in fluorescence mode (prere-



corded image) and the current images are in white
light mode as it would be in the surgical context.
Fig. 12(a) and (b) show the initial image Ib1 and the
desired image Ib2, respectively. Fig. 12(c) and (d)
illustrate the error Ib1 - Ib2 during the visual servo-
ing process. As shown in this figure, the controller
converges also to the desired position with a good
accuracy. Note that the image Ib1 - Ib2 is not com-
pletely gray (if two pixels are exactly the same, it is
assigned the gray value of 128 for a better visualiza-
tion of Ib1− Ib2), this is due to the fact that both im-
ages are acquired from two different modalities, then
the difference will never be zero (respectively 128 in
our case).

In the same manner, Fig. 13 shows the evolution
of the velocities vx, vy and vθ with respect number
of iterations i. It can be also underlined that the con-
troller converges with accuracy to the desired position
despite the large difference between Ib1 and Ib2.

Figure 13: Image velocities vx, vy and vθ vs. iterations i.

Additional validation tests were performed to as-
sess the repeatability and behavior (convergence and
robustness) of the controller. Therefore, for each test,
the experimental conditions (lighting conditions, ini-
tial position and image quality) were deliberately al-
tered. Table 2 gives the results of a sample of these
experiments.

6 CONCLUSION

In this paper, a novel metric visual servoing-based on
MI has been presented. Unlike the traditional meth-
ods, the developed approach was based only on the
use of a modified Simplex optimization without any
knowledge of neither robot, camera models nor cam-
era/robot transformation. It has been shown that the
designed controller works even in the presence of

Table 2: Repeatability test for visual servoing (x, y, and
error in mm, θ in ◦) and t in seconds.

N◦ DOF des. pos. ini. pos. error t
x 5.37 2.47 -0.33

1 y 2.94 0.66 0.37 25.2
θ -2.61 -8.43 2.51
x 4.02 -0.66 0.37

2 y -5.57 -5.05 1.45 36.5
θ 2.47 -5.05 2.41
x 6.05 3.14 0.16

3 y 1.47 0.21 0.88 49.2
θ -14.59 -24.19 0.64
x 4.09 2.1 0.17

4 y 2.12 0.44 0.4 36.3
θ 14.56 6.63 1.15
x 3 0.31 0.55

5 y 2.5 0.19 0.53 57.3
θ -4.81 14.53 0.83

many local minima in the MI cost-function. Beside
this, the controller has shown good behavior in terms
of accuracy, repeatability and convergence.

Future work will be devoted to optimize the com-
putation time to reach the video rate and imple-
ment this approach in the developed laser vocal folds
surgery system shown in Fig 14. Also, we will dis-
cuss the validation of the controller in SE(3) using a
6 DOF robot.

Figure 14: Photography of the developed endoscopy tip.
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