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Abstract

Sliced Inverse Regression (SIR) is an effective method for dimensionality
reduction in high-dimensional regression problems. However the method has
requirements on the distribution of the predictors that are hard to check
because they depend on unobserved variables. It has been shown that if
the distribution of the predictors is elliptical then these requirements are
satisfied. In case of mixture models the ellipticity is violated and in addition
there is no assurance of a single underlying regression model among the
different components. Our approach clusterizes the predictors space to force
the condition to hold on each cluster and includes a merging technique to
look for different underlying models in the data. SIR, not surprisingly, is
not capable of dealing with a mixture of Gaussians with different underlying
models whereas our approach is able to correctly investigate the mixture. A
study on simulated data as well as two real applications is provided.

Keywords: Mixture models, inverse regression, sufficient dimension
reduction

1. Introduction

In multidimensional data analysis, one has to deal with a dataset made of
n points in dimension p. When p is large, classical statistical analysis meth-
ods and models fail. Supervised and unsupervised dimensionality reduction
(d.r.) techniques are widely used to preprocess high dimensional data retain-
ing the information useful to solve the original problem. Recently, more and
more investigations aim at developing non-linear unsupervised techniques to
better adapt to the complexity of our, often non-linear, World. Van der



Maaten et al. [2I] provide an interesting review concluding that even if the
variety of non-linear methods is huge, Principal component Analysis (PCA)
[16], despite its intrinsic limitations, is still one of the best choices. PCA is
not the best in specific cases (i.e. when additional information on the struc-
ture of the data are available) but, as expected, is rather general and can be
easily controlled and applied. What about the case of supervised d.r.? In
unsupervised d.r. one is interested in preserving all the information getting
rid of the redundancies in the data. In other words, to catch the intrinsic
dimensionality of the data, which is the minimum numbers of parameters
needed to describe it [9]. In supervised d.r. a response variable Y is given
and the analysis aims at providing a prediction (classification, when Y is
categorical, or regression, when Y is continuous). Encoded in Y there is
additional information of what we want to select in the data. Estimating
the intrinsic dimensionality is no more our goal since we are oriented by the
information present in Y.

Regression framework is characterized by the assumption of a link function
between X and Y ie. Y = f(X, €), where € is a random noise. In this envi-
ronment it can be assumed that only a portion of X is needed to correctly
explain Y. This is a reasonable assumption since data nowadays are rarely
tailored on the application and filled by too many details. If Y depends on
the multivariate predictor through an unknown number of linear projections
Y = f(XTB1,..., XT By, €) the effective dimension reduction (e.d.r) space is
what we are looking for [I3]. It is defined as the smallest linear space con-
taining the information needed to correctly regress the function f. Under the
previous assumption the e.d.r space is spanned by [, ..., 8. Sliced Inverse
Regression (SIR) [I3] has proven to achieve good results retrieving a basis
of the e.d.r. space. Recently, many papers focused on the complex structure
of real data showing that often the data is organized in subspaces (see [12]
or [20] for a detailed discussion and references). Our hypothesis is that the
e.d.r. space is not unique all over the data and varies through the compo-
nents. We introduce a novel technique to identify the number of e.d.r. spaces
based on a weighted distance. With this paper we try to give an answer to
the question: Can SIR be as popular as multiple linear regression? [4].

In section 2 we rapidly describe SIR and provide a discussion on the lim-
itations of the method. The following section 3 is the core of our paper,
where our contribution, Collaborative SIR is introduced. Motivation and
main problem are described. Asymptotic results are established under mild
conditions. The simulation study, section 4, is where the performances of



Collaborative SIR are shown and analyzed under specific test cases. The
stability of the results is detailed and commented. In section 5 two real data
applications are reported showing the interest of this technique. A discussion
and conclusion are finally drawn encouraging the community to improve our
idea.

2. Sliced Inverse Regression (SIR)

Back in 1991, Li [I3] called SIR a data-analytic tool: Even if the per-
formance of computers and the capability to explore huge dataset increased
tremendously, SIR remains a useful tool for d.r. in the framework of regres-
sion. The visualization of high dimensional datasets are nowadays of extreme
importance because human beings are still, unfortunately, limited by a per-
ception which only allows us to display 3 dimensions at a time while the
capability to gather data is amazingly increasing. When p is large a possible
approach is to suppose that interesting features of high-dimensional data are
retrievable from low-dimensional projections, in other words the model Li
proposed is:

Y = f(XTB1, .., X  Br€) (1)

where Y € R is the response variable, X is a random variable, X € RP

(X = Cov(X), p=E(X)). €is a random error independent of X. If k£ < p

the functions depends on k linear combinations of the original predictors and

the d.r. is achieved. The goal of SIR is to retrieve a basis of the e.d.r space.
Under the Linearity Design Condition:

(LDC) E(XT0| XSy, ..., X1 B) is linear in XT3, ..., XT3, for any b € R?

Duan and Li [8] showed that the centered inverse regression curve is con-
tained in the k-dimensional linear subspace of R? spanned by ¥/, ..., 28. If
we consider a monotone transformation 7'(+) of Y, the matrix X7'T is degen-
erated in any direction orthogonal to i, ..., B, where I' = Cov(E(X|T'(Y))).
Therefore the k eigenvectors corresponding to the & non zero eigenvalues
form a basis of the e.d.r. space. To estimate I', Li [I3] used a slicing proce-
dure as candidate for T'(+). Dividing the range of Y in non-overlapping slices,
st ..., s#(H > 1). T can then be written as:

D=3yt = pm® — )",



where p" = P(Y € s") and m" = E(X|Y € s"). The estimator I can
then be defined substituting p”, m” with the corresponding sample versions.
The k eigenvectors corresponding to the largest eigenvalues of ST are the
estimation of a basis of the e.d.r. space.

2.1. Limatations

SIR’s theory is well established and comes fully equipped by asymptotic
results [T, [17]. Two main limitations affect the building:

e The inversion of the estimated covariance matrix 2;
e The impossibility to check if the (LDC') holds.

When the number of samples is n < p the sample covariance matrix is
singular, and when the variables are highly correlated (e.g. in hyperspectral
images) the covariance matrix is ill conditioned. To compute the e.d.r direc-
tions the inversion of 3 must be achieved, recently many papers faced this
problem and provided solutions ([5, 15, 18] 19, 22]). An homogeneous frame-
work to perform regularized SIR has been proposed in [I] where, depending
on the choice of the prior covariance matrix, the above mentioned techniques
can be obtained and extended.

The (LDC), less studied in literature, is the central assumption of the theory
and it depends on the unobserved e.d.r. directions, therefore it cannot be
directly checked [23]. It can be proved that if X is elliptical distributed the
condition holds. This condition is much stronger than (LDC') but easier to
verify in practice since it does not depend on the f,...,0;. Good hope comes
from a result of Hall and Li [10] that shows that, when the dimension p tends
to infinity, the measure of the set of directions for which the (LDC') does not
hold tends to zero. The condition becomes weaker and weaker as soon as
the dimension increases. The intuition comes from [7] where the authors
show that high dimensional dataset are nearly normal in most of the low
dimensional projections. If X follows an elliptical distribution the (LDC')
condition holds, it is desirable to work in the direction that allows us to use
this property. Unfortunately when X follows a mixture of elliptical distribu-
tions this property is not globally verified. Kuentz and Saracco [12] using an
idea from [I4] proposed to clusterize the space to look locally for ellipticity
rather than globally. Chavent et al. [3] introduced categorical predictors to
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distinguish different populations. This is our very start, assuming X from
a mixture model we focus on decomposing the mixture and we extend the
basic model to improve SIR’s capability to explore complex datasets.

3. Collaborative SIR

First, we give a motivation and introduce in subsection [3.1] the population
version of Collaborative SIR. Second, a sample version in different steps
is detailed and an algorithm is outlined (subsections [3.253.5). For sake of
simplicity we will focus on the case when k£ = 1 i.e. the effective dimension
reduction space is of dimension one.

3.1. Population version

In SIR the underlying model through the whole predictors space is Y =
f(BTX,€). When dealing with complex data one could allow the underlying
model to change depending on the predictor space. Mixture models provide
a good framework to deal with such hypothesis considering the data a real-
ization from a weighted sum of distributions with different parameters. As
mentioned before, in such case there is no straightforward way to check if the
(LDC') holds. Let X be a random vector, X € RP, from a mixture model
and be Z an unobserved latent random variable Z € {1, ..., ¢}, where ¢ is the
number of components. Given Z =i we have the following model:

Y = fF(i)(/Bg(i)X> + €, (2)

where Y is the random variable to predict, ¥ € R, F' is an unknown
deterministic function F' : {1,...,c} — {1,...,D}, D € N. The functions
fi R =R, j=1,..,D are unknown link functions between X and Y.
Finally ¢; are random errors Vi ¢; € R, i.e. each component is allowed to
have a different related error.

Under the model , D is the number of different e.d.r spaces. The goal
is to find a basis of the D one-dimensional spaces spanned by [y, ..., 8p.
The number D (D < ¢) of e.d.r. spaces is unknown and the link function
may change depending on the component. Function F' selects the underlying
model for the specific component. It is assumed that the (LDC') holds in
each component:



(LDC)Vi=1,...,c E(XTb|XTﬁF(Z-), Z =1) is linear in XTBF(Z-) for any b.

Given Z = i, we define the mean p; = E(X|Z = i), the covariance matrix
Y =Cov(X|Z =1i)and I'; = Cov(E(X|Y,Z = i)). Hence the eigenvector
b; corresponding to the highest eigenvalue of ¥;'T;, is a basis of the e.d.r.
space: Span{b;} = Span{fra)} from SIR theory [13].

If F:{1,...,¢} = {1,...,D} is known, the inverse image of the elements
Jj €{1,...,D} can be defined:

FY))={ie{l,..c}st. F@) =y},

since F' is not required to be injective, an e.d.r direction S; may be asso-
ciated with several components. Suppose that {b;,i € F~!(j)} are observed,
given the proximity criteria

m(a,b) = cos(a,b) = (aTb)?, 3)
the “most collinear vector” to the set of directions {b;,i € F~1(j)} is the
solution of the following problem:

max Z m(v,b;)) = max Z (vTh)? =

veERP |lv]|=1 vERP,|lv]|=1
(]

i€F1()) eF-1(5)
T T T(pT
= max v g b;b; >v = max v (B;B;)v,
vERP ||v]|=1 ( 'eFl(‘)( i) vERP ||lv]|=1 ( F J)
i J

where B; = [b; ;cp-1(j)]. Using Lagrange multipliers is easy to show that
vector v must be an eigenvector of the matrix (B] B;) and, since we want
to maximize, it will be the one associated with the largest eigenvalue. The
following lemma motivates this argument.

Lemma 1. Assuming the (LCD) and model the eigenvector ,@j associated
to the only non-zero eigenvalue of the matrizc [BijT] is collinear with B;.

Proof. For each i € F~(j), b; is collinear with 3}, b, = a;8p(;), a; € R\ {0}.
Since B; = ;3,1 € F~1(j)] we have:

[B;B]] = Z o B;B] = ||a|*8;8] . This concludes the proof. O
ieF=1(5)
This lemma shows that Bj is an e.d.r. direction for each 5 and the prece-

dent argument gives a strategy to estimate the directions §; based on the
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proximity criteria (3)).

Remark. If D = 1 then F~1(1) = {1, ..., ¢}, the e.d.r. direction and the link
functions do not vary through all the mixture. This specific case is addressed
in [12].

3.2. Sample version: Z is observed, F' and D known

Let {Y1,...,Y,} be a sample from Y, {Xi,..., X,,} a sample from X,
{Zy,..., Z,} a sample from Z. We suppose Z; observed at this stage. Let
C; = {t such that Z; = i}, where n; = card(C;).

We can now estimate for each C; the mean and covariance matrix:

_ 1 . 1 _ _
Xi=—) X, 3 =— X, — X)) (X, — X)T, foreachi=1,...,c
IS Y S )
To obtain an estimator for I';, we introduce as in classical SIR a slicing.
For each C; we can define the slicing T; of Y; into H; € N slices (H; > 1 Vi =
1,...,c). Let s}, ..., siHi be the slicing associated to C;, T'; = Cov(E(X|Y, Z =
i)) can be written as:

H;
Dy = pl(m) — ) (m) — )",
h=1

where pl' = P(Y € s"Z =1i), m! = E(X|Z = i,Y € s!). Let us recall
that y; = E(X|Z = i) and ¥; = Cov(X|Z = i), as defined in section [3.1]
Let nj; = Z IY; € s!"], where T is the indicator function. Replacing p?, m?

i
teC;
with the corresponding sample versions, it is possible to estimate I';:

Hy
I = Zﬁ?(m? - Xz)(m? - XZ)Ta
h=1
where p = At and mh = ZXt]I[Y; € s'. The estimated e.d.r. direc-

n; Ny 4
7 h,i teC;

tions are then 151, . l;c where l;z is the major eigenvector of the matrix f]i_ 1f‘l~.



This allows us to estimate B; and f;:

e (i) B; = [5i7i6F71(j)], i€ {l,...c}, Bjisapx |F'(j)| matrix;

o (ii) Bj V) =1,..., D is the major eigenvalue of BJTB]

Asymptotic results can be establish similarly to Chavent et al. [2]. We
fix j € {1,..., D} and consider {X;, t € U;cp-1(;Ci} and a sample size
nl =3 F-1(;) M which tends to co. The following three assumption are
considered:

o (A1) {X¢, t € Uijcp-1(;yCi} s a sample of independent observations
from the single index model .

e (A2) For each i, the support of {Y;,t € C;} is partitioned into a fixed
number H; of slices such that p! > 0,h=1,..., H;.

e (A3) For each i and h = 1,..., Hy, np; — oo (and therefore n; — o0)
as n — oo.

Theorem 1. Under model (9), linearity condition (LDC) and assumptions
(A1)-(A3), we have:

(i) By =65+ Oplw/™"%), where ) = min_n;
(i) If, in addition n; = O;n?, 0, € (0,1) for each i € F~'(j), then
VnI(B; — B;) converges to a centered Gaussian distribution.

Proof. (i) For each i € F~1(j) and under the assumptions (LC'), (A1)-(A3),
from the SIR theory [13] each estimated EDR direction b; converges to f3;
at root n’ rate: that is, for i € F71(j), b; = 8; + Op(n? "*). We then
have EJTEJ = B B; + Op(nfl/Q). Therefore the principal eigenvector of
EJTEJ converges to that corresponding to BjTBj at the same rate: Bj =
B + O,(n’"""*). The estimated e.d.r. direction B; converges to an e.d.r.
direction at root n’ rate. ]

(¢4) The proof is similar to the one of Chavent et al. [2], Theorem 2.
In the following sections a merging algorithm is introduced to infer the num-

ber D based on the collinearity of the vectors b; and a procedure is given to
estimate the function F.



3.3. Sample version: D unknown, Z is observed and F' known

We assumed, so far, D known. To estimate D a hierarchical merging
procedure is introduced based on the proximity measure . between the es-
timated e.d.r. directions bl, bc.

Definition. Let V = {v1,vs,...,vy|} be a set of vectors in dimension p
with associated weights w;. We define the quantity A(V'):

Vi
A(V) —maX—Z:wZ m(v;,v) s.t. ol =1

veERP Wy,
V]
= largest eigenvalue of — E w;vvd
wy —

14|
where wy = Zwi is the normalization. Vector v maximizing A\(V') is the
i=1
most collinear vector to our set of vectors given the proximity criteria
and the weights w;. To build the hierarchy we consider the following itera-
tive algorithm initialized with the set A = {{b:1},....{b.}}:

while card(A) # 1

Let a,b € A such that A\(aUb) > A(cUd)Vc,d € A
= (A\{a,b})JaUb

end

the weights are set equal to the number of samples in each components,
ie. w; =mn;, 1 =1,...,c. At each step the cardinality of the set A decreases
merging the most collinear sets of directions (Fig. . The bottom up greedy
algorithm proceeds as follows:

e First the two most similar elements of A are merged considering all the
|A] X (JA] — 1) = ¢ x (¢ — 1) pairs (by, by are selected to be merged in
Fig. |1)).

e In the following steps the two most similar sets of vectors are merged,
considering all |A] x (|A| — 1) pairs in A (e.g. in the second step

A = {{by, by}, {b3}, ..., {b1o}} in Fig.



Therefore it is possible to infer the number D of underlying e.d.r. spaces
analyzing the values of A in the hierarchy (Fig. |2)) looking for a discontinuity
that will occur when two sets with different underlying /; (i.e. non collinear)
are merged. We automatically estimate D with the following procedure:

(i) Draw a line from the first value of the graph (1, A;) to the last (¢, A.).
(77) Compute the distance between points in the graph and the line.

(737) Select the merging point maximizing that distance. D = c—number of
merge selected.

Once achieved an estimation of D, ﬁ, function F' can be estimated. Even if
we used an automatic procedure, a visual selection of D depending on the
task and previous knowledge is strongly recommended.

3.4. Sample version: F' unknown

For each node of the tree at level 15, the “most collinear direction”, us-
ing , is computed. Solving the related D diagonalization problems gives
Bi, ..., Bf)- In the following paragraph a procedure for the estimation F' of
the function F' is detailed.

Once the candidates 5, ...,Bi) are estimated, the whole data (X)Y) is
considered to estimate F. Starting from i € {1,...,¢} the goal is to find
jed{l, .., 15} such that F'(i) = j, under certain conditions. The D covariance
matrices of the distributions (XtTﬁAj, ), teC,jed{l,.., 15} are considered.
The idea is to select the direction that best explains Y;, ¢ € C; among the
estimated directions Bl, - B b
Let us assume f; functions “locally” linear (A4): f; can be approximated
with piecewise linear functions so that Y; = f;(X[3;) = kX[ B;, Vt € C;,
i€ F71(j).

Lemma 2. Let j € {1,...,D}. Under assumption (A4) the e.d.r. direction
B; 1is the vector minimizing the second eigenvalue of the covariance matriz of
the pairs (X" Bs,Y )s=1,...D-

Proof. We have that:
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T ATy 4.
cov(XT B, Y) = cou(XT B, ki X7 3;) = ( k%ggsﬁg Zé%[ggjj ) -
iMs )

_ ( <63765> ki<657ﬂj> ) — ( ||Bs“2 ki<657ﬁj> >

ki(Bs, Bi) Kk (Bj, By) kiBs, By k21185117
where the scalar product and the norm are induced by . The characteristic
polynomial is p(A) = A? = A(|B]1* + 7118;11%) + &5 (I B:1P118;1% — (B, B5)?).
We have A = (||6:]]> = K3(|8511?) + 4k3(Bs, 8;)* > 0. From Cauchy-Schwarz
inequality A1, Ao > 0 and A\ = 0 if and only if the equality holds. Since [,
s = 1,..., D are linearly independent it follows that Ay = 0 if and only if

ﬁszﬂj@S:j. Il

In practice, fixed ¢ = {1, ..., ¢}, vectors Bj, j =1,...,D are the candidates

for (X4, Y;), t € C;. Lemma 2 is stating that under the assumption (A4) the
vector Bj minimizing the second eigenvalue of (XtTBS,Yt), s=1,...D, t € G
is such that j = F(i). We require the functions to be locally linear, if
the functions are approximately linear the estimation will work. In case of
dramatic non linearities the method may lead to unreasonable results. A
possibility is to resize the interval where we want to regress the functions
and zoom until we find a reasonable local behavior of the functions.
It must be noted that in case D is overestimated D > D (e.g. due to
instabilities in the estimation of the direction in some components) in the
simulation we observed that the estimation of F' mitigates this error often
avoiding to select the aberrant directions 3;, j > D.

3.5. Estimation of Z via clustering

To estimate the latent variable Z the explanatory space X is partitioned
using a k-means algorithm. It is worth noticing that we decided to use k-
means for simplicity and also to compare our results with [I2]. Twenty initial
random centroids are chosen as initialization of k-means, the one minimizing
the sum of squares is retained.
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Figure 1: Hierarchy built following the proximity criteria .

A4)

number of merge

Figure 2: Cost function A(A), the number D of unknown e.d.r directions decreases at
each step by one. D = c—number of merge selected. In the example above ¢ = 12.
The algorithm selects merge step 9 which corresponds to the correct estimation of the
parameter: D =3.

12



4. Simulation study

We performed a study on simulated data, this was the opportunity to
test in a controlled setting and evidence the weaknesses and strengths of the
method. Two aspects are of interest:

(A) Study the sensitivity to clustering (estimation of 7).

(B) Analyze the quality of the estimation compared to SIR performed in-
dependently in each cluster.

The first experiment is performed on the same dataset to study the effect of
different initializations of k-means and how the quality of clustering affects
the result. In the second experiment different simulated datasets are analyzed
to test the method under a variety of different conditions.

4.1. Test case A

To study the sensitivity to clustering n = 2500 samples from Gaussian
mixture model are drawn with uniform mixing proportions and ¢ = 10
components. Each component follows a Gaussian distribution N (u;, Y;),
¥ = Q;AQ! where @); is a matrix drawn from the uniform distribution on
the set of orthogonal matrices and A; = ((”er%i))ei. The parameter 6; is
randomly drawn from the standard uniform distribution. To prevent too
close centroids, each entry of the p; is the result of adding two samples from
the standard uniform distribution. In figure |3 the projection on the two first
principal components of the considered mixture is reported, different colors
represent different components. Data in figure |3| appear mixed and cluster-
ing non-trivial. Clustering centroids are randomly initialized 100 times, the
iterations of k-means are limited to five to prevent the clustering to converge.
The number of clusters is supposed to be known. Y is simulated as follows:

e For cach i € {1, ..., c}, one of the two possible directions 5; € {81, 2}
is randomly selected with probability 1/2.

o Y, = sinh(X/B;) +¢ Vt € C;y i € F'(j) where e ~ N(0,0.1%) is an
error independent of X;.

The two e.d.r. spaces are randomly generated and orthogonalized: i3y = 0.
We are interested in the case when we insert in the same cluster samples
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from different components. This is the case when we estimate Z by Z such
that for some (t;,t;) we have Z,, = Z, but Z,, # Zi,.

For each of the 100 runs of k-means the estimated directions for Col-
laborative SIR {BF@)? s Bﬁ(c)} are considered. The average of the squared
cosines between the estimated and real direction {fp(), ..., Bp() } is com-
puted (see column 2 Table . The 100 results are then averaged. In the
cases where clustering has zero error the average of the quality measure is
0.8958. Averaging only on the runs of k-means with more than 10 percent
of error the quality measure decreases to 0.8273. This shows that even if|
not surprisingly, an error on the estimation of Z affects the solution, the
influence is, empirically proved, not to be severe. It must be noted that we
obtain the worst results when we insert in the same clusters samples with
different underlying models: Ztl = Zt2 but Z;, # Z;, and there is no j such
that Zy,,Z;, € F~'(j). This is indeed the reason why we extended SIR’s
theory.

Projection on the first two principal components

Figure 3: Projection on the two first principal components of the considered mixture,
different colors represent different components.
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Figure 4: Histograms of the percentage of badly clustered samples over 100 runs of k-
means.

4.2. Test case B

To investigate the strengths and limitations of the method 100 different
mixture of Gaussian models for different numbers of total samples (10000,
5000, 2500) are generated. Only the case where n = 2500, dimension p = 200,
D =2, ¢=10 and 7By = 0 is displayed here. The response variable Y is
generated as in test case A for each of the 100 datasets. We selected such
dimension p to mimic the dimensionality of hyperspectral satellite sensors
that are of interest in future works. The number of clusters is supposed to
be known. Not surprisingly, as soon as the dimension decreases the perfor-
mance of the algorithm are more and more stable, e.g. at dimension p = 50
the performance are still stable and accurate. Analyzing the histograms of
the differences of the average of the squared cosines (Table [1)) between Col-
laborative SIR and SIR (figure 5| it is evident that Collaborative SIR is
always improving the quality of the estimation leading to a significant dif-
ference. Averaging the 100 quality measures results in: 0.50 = 0.05 for SIR
and 0.80 + 0.07 for Collaborative SIR. Since the quality measure is bounded
to 1, a relevant improvement is found using Collaborative SIR. In figure [0]
we show the estimation D of the number of e.d.r. spaces. The estimation is
concentrated around the true value, D = 2.
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Table 1: Quality measure
SIR Collaborative SIR
I~ o 1 o )
- bs, i - *(Big ) i
o 205 B ) | 2 o By Preo)

4.3. Simulation results

In the simulations the sensitivity to clustering and the effective gain in
using Collaborative SIR is analyzed. Several tests changing the dimension p,
and the collinearity of the 8; were carried out. As soon as the directions get
collinear our model is no more identifiable, despite that, the results are not
affected. When the vectors are, in the limit, collinear the e.d.r spaces simply
reduce to one. Non orthogonal e.d.r. directions and multiple e.d.r. spaces
(D = 3) have been analyzed reporting good results in case of orthogonality
and non orthogonality of the 3;’s. Simulations are interesting but cannot
cover the complexity of the real application. In the following, two real dataset
where Collaborative SIR shows its capabilities are discussed and analyzed.

45

40t

35

301

251

20

Figure 5: Histograms of the difference between the quality measure (table [1]) of Collabo-
rative SIR and SIR obtained over 100 different dataset.
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Figure 6: Histograms of the number D of estimated e.d.r spaces, D = 2.

5. Real data application

We show, in the following, two real applications where the number D of
different effective dimension spaces differs from one. Nevertheless, it must
be underlined that for many different datasets D = 1 was found. This is
extremely satisfying because it means that in those cases a single underlying
model, Y = f(87X,¢), is the best choice for the considered dataset. First,
the Horse-mussel dataset, that can be found in Kuentz and Saracco [12], is
considered. Second, a dataset composed of different parameters on galaxies
is investigated. Finally a discussion on possible improvements, strengths and
limitations is drawn.

5.1. Horse-mussel dataset

The horse-mussel dataset X is composed of n = 192 samples of different
numerical measures of the shell: length, width, height and weight (p = 4, a
detailed description can be found in Cook and Weisberg [6]). The response
variable Y to predict is the weight of the edible portion of the mussel. To
compare to [I2] the discrete response variable was transformed into a con-
tinuous variable Y =Y +¢, € ~ N(0,0.01%). The clustering obtained by [12]
was adopted and the number of slices set to four: H; =4 for all ¢ € {1,...,5}.
The following algorithm is used to analyze and compare SIR, cluster SIR and
Collaborative SIR:
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(1) Randomly select 80% of X for training 7" and 20% for validation, V.
(2) Apply SIR, cluster SIR and collaborative SIR on the training.

(3) Project and regress the functions using the training samples (we fitted
a polynomial of degree 2)

(4) Compute the Mean Absolute Relative Error (MARE) on the test.

1 Y -Y ~
MARE= m 1%; — where Y is our estimation.

We computed 100 different training and validation set. In figure [7] the box
plots of the three different methods are shown. It must be noted that this
dataset is low dimensional: p = 4. However it is of interest that the number
of e.d.r. spaces found is D=2 Tn figure |8 the data is decomposed and the
regression of the two link functions appears easier compared to the regression
in figure [0 where the cloud of point is thicker and not well shaped. Using
different regression techniques (Gaussian kernel and polynomial regression)
the results do not change significantly. On this dataset Collaborative SIR
performed better than SIR and cluster SIR. In addition, this result suggests
that two subgroups are present in the data.
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Figure 7: Box plots of MARE for Collaborative SIR, SIR and Cluster SIR using 100
different initializations.
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Figure 8: Graph of Y and the projection along the two directions f31, B2 found by Collab-
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35+
30} -
25} .
il
Y 2 5
15} . N
10} - o
5 .'.::'."... |y

0 i L L L L L I : »I J
-240 -220 -200 -180 -160 -140 -120 -100 -80 -60

Figure 9: Graph of Y projection along the direction /3 found by SIR.
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5.2. Galaxy dataset

The Galaxy dataset is composed by n = 292766 different galaxies. Aber-
rant samples have been removed from the dataset after a careful observation
of the histograms in each variable supervised by experts. The response vari-
able Y is the specific stellar formation rate. The predictor X is of dimension
p = 46 and is composed of spectral characteristics of the galaxies. We ap-
plied Collaborative SIR on the whole dataset to investigate the presence of
subgroups and different directions.

After different runs and number ¢ = {2,3,4,5,6,7,8,9,10} of clusters we
observed two different subgroups and hence directions Bl, Bg.

Best results are reported with ¢ = 5, in figure [10| the two non linear link

functions are shown. Clouds are thick but they show a very clear trend in
the distributions. This dataset is a good example of how, in high dimension,
two families can be found in a dataset using Collaborative SIR.
In figure [11] the distribution of the coefficient of the two directions is pre-
sented. It is interesting to observe how some variables are contributing in
both linear combinations but that there is a reasonable difference in four
variables (variables 2, 3, 6 and 23). The d4000,, (variable 40), found to be
relevant for both directions, is often used to estimate the specific stellar for-
mation rate. Experts are working on a possible physical interpretation of
the results. Even if the link functions look similar, we observe a significant
difference in the coefficient of the two directions. This could lead to a better
understanding and designing of further analysis of this kind of data.
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5.8. Discussion on dimension k and the number of clusters c

In the whole paper we presented results for dimension £ = 1 (Y =

F(BTX, ..., 8L X)), the assumption is that e.d.r. spaces are one-dimensional.
It is worth noticing that the entire approach can be easily extended to a
higher k, it is sufficient to give a proximity measure between the linear sub-
spaces (e.g. Trace in [2]). But that might raise a question: it is worth it? SIR
is a method to reduce dimensionality to “better” perform regression. When
a regression is performed the visualization of the results is crucial, that is
one of the reasons for dimensionality reduction. If the dimension k is greater
than 2 visualization is not possible. This explains why SIR and its variants
have mainly been applied with & = 1. Collaborative SIR is first dividing
the predictors space into clusters, it seems natural to assume that dimension
k locally would be smaller than globally i.e. that considering £ = 1 is not
a severe restriction if a visualization is needed. Finally another drawback
of increasing dimensionality is that the samples become be more and more
sparse and not cover enough the surface we want to regress, different regres-
sion techniques may lead to dramatically different results. The problem of
dimension k could be the reason why SIR is not yet widely used.
We did not give an automatic way of selecting the number of clusters. In
SIR literature Kuentz and Saracco [12] translate the selection in an opti-
mization problem. Nowadays, with the increasing capabilities of sensors,
data are complex and complicated and is hard to define a general criteria,
ignoring previous knowledge, that could work for any kind of data. The
number of clusters is deeply connected with how we want to group elements,
the same data can show two possible “correct” clustering, depending on the
task. Since SIR and collaborative SIR are fast and simple techniques the
user, using prior information, should orient the clustering and try different
values for the parameters and empirically check which is the most suitable
for the purpose. Developing flexible clustering capable of incorporating prior
knowledge is one of our interests.

6. Conclusion and future work

Sliced Inverse Regression is an interesting and fast tool to explore data
in regression, it is yet not so popular [4] but has well established theory and
simple implementation. If the link function turns out to be linear SIR, not
surprisingly, is outperformed by linear regression techniques, but in case of
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evidence of non linearity, linear regression techniques force the model re-
sulting in poor estimations. Collaborative SIR is meant to deal with the
increasing complexity of the dataset that statisticians are asked to analyze.
Often there is no reasonable criteria of gathering the samples resulting in
dataset that are, at least, a mixture of different phenomena and/or full of
ambiguous samples. The hypothesis of having different families with different
underlying models gives flexibility not affecting tractability. We encourage
the community to improve our idea. A robustified version of SIR will be our
main field of research for the next period.
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