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Abstract

We address continuous free-form sculpting of 3D models that carry self-similar geometric details. In addition to being
maintained when the model is bent or twisted, repetitive details should be duplicated rather than deformed in stretched
regions, so that their distribution and appearance are preserved. Doing so in a temporally coherent way is essential
in applications where the user sculpts through continuous deformation gestures. We propose a simple, yet effective
solution for achieving such temporal coherence while enabling duplication of details. Our method maintains the set of
existing details during stretch but seamlessly grows new ones inbetween. Similarly, some of the details progressively
fade out when a region shrinks. Our solution is example-based: it uses the triangles of the initial support surface
as exemplars to be selected and re-used in deformed regions. As our results show, our method achieves continuous
free-form deformation of complex models while best preserving, at each time step, the properties and appearance of
their initial distribution of details.

Figure 1: Example of deformation of a surface with continuous dupli-
cation of details from the top (original surface) to the bottom.

1. Introduction

Being able to deform 3D models in an intuitive and
efficient way is essential for both interactive modeling
applications and those related to animation. Many 3D
models, especially those representing natural objects are
characterized by self-similar details on the surface, as
shown in Figure 1. They add an extra level of diffi-
culty when one tries to deform these models, since the
details should not to be subject to the same shape de-
formation to keep the result intuitive. Standard meth-
ods for shape deformation manage to preserve the con-

sistence of details as long as the deformation does not
include any change in local scale such as stretching or
compression, in which cases, the details would also de-
form and can therefore destroy the natural appearance
of the model. For example stretching a tree trunk with
bark, a dinosaur wearing protruding scales, or land with
trees, will also stretch out those details. In contrast,
what the user usually desires is the deformation to be
applied only to the base surface, while repetitive details
are duplicated in order to maintain the overall appear-
ance of the object. While some approaches for duplicat-
ing details have already been proposed, they result into
pop-up effects when new details are synthesized.

We present the first method that ensures temporal
coherence during mesh deformation while maintaining
distibutions of geometric details. This means that dur-
ing stretching, pre-existing details are maintained and
new details are continuously created in between without
any pop-up effect. Similarly, during compression the
surplus details continuously disappear. This allows the
user to apply smooth sculpting gestures without being
annoyed by visual jumps in the geometry thus improv-
ing immersion and the feeling of direct interaction with
a shape. We believe that it is one important step towards
”making tools as transparent to the artists as special ef-
fects were made transparent to the public’, which is a
main remaining challenge in Computer Graphics fol-
lowing R. Cook [1].
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Our method tracks the distortion of the surface over
time to see when and where new details should be
generated or whether existing details should be deleted.
In both cases, the actual duplication or deletion process
is guided by the extraction of similar exemplars from
the original model, enabling us to maintain the expected
detail distribution though a transfer process. We handle
natural objects as opposed to artificial (manmade)
objects. Our models can be subject to arbitrary 3D con-
tinuous deformation except those causing topological
changes.

Related Work
Detail preserving 3D deformation. Many mesh defor-
mation methods use an alternative coordinate system to
encode the mesh [2, 3, 4]. These approaches have in
common linking the orientation of the details to the ori-
entation of the underlying surface so that the details fol-
low the deformation naturally. In case of stretching, the
details however undergo the same deformation as the
surface, which may lead to unnatural shape distortions.
This is particularly true when the amount of stretching
is significant.

Kraevoy et al. [5] introduce a non-uniform scaling
method able to maintain the important features of a 3D
model such as circular parts. Dekkers and Kobbelt [6]
avoid undesired detail distortion by extending a suc-
cessful image resizing technique, called seam-carving
[7], to surface meshes. Their ”geometry seam-carving”
approach preserves the shape and size of salient fea-
tures and redistributes the distortion over the remaining
surface regions between the details. In both methods,
the user needs to manually identify the details of inter-
est. Moreover, although great steps towards making de-
formations intuitive, these methods do not address the
problem of preserving distributions of details, which re-
quire the introduction of detail duplication/suppression
mechanisms, presented next.
Preserving distributions of details. Owada et al. [8] pro-
pose a ”copy-and-paste” approach to edit a 3D model
that carries a distribution of self-similar details. The
user defines the zone to be copied and uses guiding
curves to set its final shape. This method is however
limited to models only having repetitive details along
one direction and therefore only allows stretching in that
direction. Bokeloh et al. [9] propose a deformation pre-
serving the regular structure of a model. During defor-
mation, the elements of the profile are then continuously
inserted or removed. Both works [8, 9] are only applica-
ble to artificially manufactured objects, built of planes,
spheres or cylinders of marked symmetry. In our case,
we are particularly interested in natural objects whose

Figure 2: Left: Initial surface S 0 and its details. Right: Surface S (t)
after deformation with newly introduced details.

surfaces are not limited to those sets of basic geometric
shapes.

Other methods for preserving distributions of details
for 3D shapes build on 2D image editors [10] or tex-
ture synthesis methods that handle the preservation of
repetitive texture patterns [11]. Bhat et al. [12] gen-
eralize texture synthesis to geometric textures, but the
method is very costly in computation time. Emilien et
al. [13] handles distributions of 3D shapes on a support
surface, but with no geometric continuity. Chen et al.
[14] and Alhasim et al. [15] introduce a method that
non-uniformly resizes a 3D shape by duplicating all the
details thanks to a texture synthesis approach. Still, the
first one cannot handle non-homogeneous geometrical
textures, while the second is limited to one-dimensional
deformations described by a skeleton curve embedded
into a shape of zero topological genus.

Although they share the same goal of preserving dis-
tributions of details during deformation, none of the pre-
vious methods tackled the problem of providing tem-
poral coherence during deformation. Our approach is
thus a new step towards seamless sculpting of complex
shapes.

2. Framework for Self-replicating Details

We introduce a new shape deformation technique
able to continuously replicate self-similar non struc-
tured details in order to preserve their initial distribu-
tion and size along the deformation process (Figure 2).
Our method decouples the user-defined deformation of
a given base shape from its 3D detail texture and uses
an anisotropic detail replication algorithm based on re-
synthesizing details from the original surface.

Let us denote S 0 the initially given manifold surface
mesh, called the source surface, but without restriction
S 0 can also be be a parametric spline surface or a bi-
variate height field. Let f (x, t) ∈ IR3 the deformation
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Figure 3: Top: The surface S is represented as a smooth underlying
surface B and a distribution of details D. Bottom: Three types of de-
tails’ geometry: separated mesh (left), heigh field deformer (middle),
and holes (right).

process applied to the surface points x ∈ IR3 at time step
t ≥ 0. We assume the original surface and all deformed
surface instances to be represented as a composition of
a base surface B and a set of details of interest D, see
Figure 3 (top). The initial set of details D0 = {d0

i }i∈[0,N]
is a set of N similar geometric details. Each detail d0

i is
parameterized by the pair (s0

i , p0
i ), where s0

i is the char-
acteristic size of the detail, and p0

i its position in space.
Saying that all details of interest of S 0 are similar

means that they share the same basic geometry. In our
implementation, this basic geometry is a function that
procedurally generates the detail either as a 3D mesh
added on top of B0, a procedural function acting as a
height field deformer on B0, or as a hole in the surface
B0, see Figure 3 (bottom). A given set of details param-
eters D0 with the associated geometry therefore defines
a distribution of details over the surface B0.

The input for our method are the base surface B0 and
the distribution of a set of details of interest D0. Note
that the automatic extraction of the self-similar geomet-
rical details from original model S 0 is beyond the scope
of this work. We refer the reader to existing approaches
such as symmetries and similaritites analysis [16, 17]
and surface decomposition [18].

The deformation is assumed to preserve the surface
topology and to be smooth both in space and time to
ensure a visually continuous deformation. It could
be produced using for instance space deformations,
skinning deformations, Laplacian editing or any other
procedural or user-driven surface editing technique.

Algorithm overview. Our goal is to determine a se-
quence of continuously deforming surfaces S (t), so that
at any time t ≥ 0 the distribution of details on the new
surface stays approximatively the same as the original
distribution D0 for S 0. This means that when the surface
stretches, the existing details do not stretch, but new de-
tails smoothly appear instead. We call this process con-

tinuous self-replication of details.
The general framework to achieve this goal consists

of deforming the underlying base surface B(t) following
the deformation f at time t, whereas the details distri-
bution and size are updated on top of this. Herein, all
positions pi of details existing at the previous time step
(t−dt) are transformed into pi(t) = f (pi(t−dt), t), while
their size si(t) is continuously adapted as well. More-
over, new details can smoothly appear such that the
overall distribution is preserved. Our algorithm for time
consistent detail generation decomposes into 3 steps:
1. Analysis of the deformation from the current dis-
tribution of details in order to extract meaningful infor-
mation about locally decreasing or increasing density of
details induced by surface stretch or compression.
2. Synthesis of new details, which consists of defin-
ing the positions of the new details to be inserted or re-
moved while maintaining the original distribution D0.
3. Actual generation of the current surface S (t) while
ensuring temporal continuity, i.e. a visually smooth
transition of the deformed shape from (t − dt) to t.

3. Analysis of local deformations

The first step in our approach is to measure and quan-
tify the local stretch deformation occurring in the dis-
tribution of details using a low resolution triangulation
of details’ positions. This will determine whether new
details need to be inserted or removed.

3.1. Encoding the distribution of details as a mesh

Several surface-based measures can be used to deter-
mine whether a surface has been stretched and to quan-
tify the amount of the stretch. Measuring the local vari-
ation of surface area is most appropriate for the present
application since on the one hand it is an absolute mea-
sure and on the other it allows for an efficient implemen-
tation of the similarity search algorithm (in Sect. 4.1).

The low resolution triangulation of details T 0 =

(P0,C0) is computed by using a Delaunay triangulation
of the 2D projections P̃0 = ( p̃0

i )i∈[0,N] of the 3D details
positions P0 = (p0

i )i∈[0,N]. We assume that a parame-
terization of the set of details of interest P0 onto a sin-
gle domain is possible, otherwise, several parameteriza-
tions by charts could be used. T 0 can be seen as a coarse
triangulation of the surface B0 with vertices centered on
the details. It encodes the relative neighborhood infor-
mation of each detail and thus enables a characterization
of the local properties of the distribution D0. In partic-
ular, if some triangles of T 0 are stretched due to stretch
occurring on the base surface B(t) where the details are
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Figure 4: Details’ positions in parameterized domain (left) and in 3D
space (middle). The details are associated to the triangulation T 0

corresponding to the distribution of details on surface B0. Right: De-
formed triangulation T (t) after surface stretching. The change of the
distribution of the details is encoded in the deformation of T (t). Its
analysis determines if there is need for new details.

anchored, the corresponding region on the surface S (t)
is locally losing density of details (see Figure 4) so that
the insertion of new details may be required.

Our goal to keep the initial appearance of the distri-
bution of details preserved through time can therefore
be redefined more formally as preserving the character-
istics of a triangulation of the current vertices P(t), with
respect to the original triangulation T0.

3.2. Computing the distribution deformation

LetT (t) = (P(t),C) be the current triangulation of de-
tails obtained after deformation of the vertex positions
P(t) = (pi(t))i∈[0,N], and C the current mesh connectiv-
ity. Both are outputs of the iteration at the previous time
step. We define a triangulation T (t) as elongated when
at least one of its triangles has an area larger than every
triangle in T 0, i.e. when the following relation holds:

∃ i , Ai > α A
0
max , (1)

where Ai is the area of the ith triangle of T (t), A0
max is

the maximal triangle area in T 0, and α > 1 is a user
defined threshold. Similarly, we define a triangulation
T (t) as compressed when at least one of its triangles
has an area smaller than every triangle in T 0

∃ i , Ai < β A
0
min , (2)

where A0
min is the minimal triangle area in T 0, and 0 <

β < 1 is another user defined threshold.
When a stretched triangle has been selected using the

criteria in (1), it is then a candidate to be subdivided,
meaning that at least one new detail will be created in-
side this triangle. In practice, we precomputeA0, and at
run time compute only the areas Ai of T (t). Note that
in the case where several triangles satisfy condition (1),
then the triangle with greatest area is selected to be sub-
divided. We perform the similar treatment with a com-
pressed triangle selected using criteria (2). In this case,

the triangle with smallest area is selected in priority.
We define in the next section how we subdivide the se-
lected triangle, or how we remove a vertex from the se-
lected triangle, leading to the synthesis of new geometri-
cal details distribution intended to preserve the original
distribution.

4. Synthesis of geometric details

The selected triangle found in the previous section is
a stretched or compressed triangle in T (t). Let us fo-
cus first on the stretched case where new details need
to be inserted. Remember, that the main goal is to have
at each time step a distribution of details similar to the
initial one. In order to decide how many details and of
which size need to be inserted into the selected stretched
triangleT (t), and in order to compute its, resp. their best
positions, we propose a new approach inspired from tex-
ture synthesis [19] leading to a self-similar distribution
of details’ positions.

Let ∆ be a stretched triangle of T (t) according to cri-
teria (1). This triangle has an area larger than every
other triangle ofT 0 and therefore is associated to a large
domain void of details on the surface S (t). The main
idea is to replace the triangle ∆ by another existing sim-
ilar triangular domain from the original distribution of
details. This large domain may contain itself an interior
distribution of details that will then be mapped into the
triangle ∆. The triangle ∆ will therefore be transformed
into a subset of the original distribution, and applying
this mapping iteratively will lead to the construction of
a general self-similar distribution of details. We explain
this algorithm and what we mean with ”similar” in the
next subsection. Figure 5 illustrates all steps.

4.1. Finding the most similar triangle

First, let us define two triangles ∆ and ∆̃ to be sim-
ilar if they have approximately the same area and the
same minimal angle. Note that this criterion is transla-
tion and rotation invariant. We then introduce an error
of similarity between two triangles ∆ and ∆̃ by

E(∆, ∆̃) = max
(
|A − Ã|/µA, |θ − θ̃|/µθ

)
, (3)

where A, Ã denote the area and θ, θ̃ the minimal an-
gle of ∆ and ∆̃ respectively. µA and µθ are respectively
normalization factor for the area and the minimal angle.

Let us now call H0 the set of all triangles formed by
the 2D points of P0 that contain at least one other de-
tail position p̃0

k in its interior. Note that by construction
the triangles from T 0 do not belong to H0. Given a
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Figure 5: Detail synthesis steps. The stretched 3D triangle in yellow
(top left) has a correspondence in the original distribution of details
to a similar triangle (bottom left). The relative position of the interior
points in green is mapped into the 3D surface (bottom right), and leads
to a new distribution of details (top right).

stretched triangle ∆ ∈ T (t) we then look for the most
similar triangle ∆̃ ∈ H0 by computing

∆̃ = argmin∆̃k∈H
0 E(∆, ∆̃k)

(Figure 5-left). Since the number of triangles of H0

may be very large (O(N3)), it is critical to perform this
step of similarity computation very efficiently to aim for
a real time deformation. As pre-processing, we there-
fore compute H0 and store each of its triangles in a 2D
discrete grid structure whose axes are the triangle area
and the minimal angle. Each cell of this grid represents
a continuous interval of area and min angle, and stores
the list of triangles from H0 having these characteris-
tics. At run time, finding a list of similar triangles for a
given pair (A, θ) can therefore be performed very effi-
ciently as a direct query in the discrete grid and on the
neighboring discrete cells. Once a conveniently small
subset of possible similar candidate triangles is found,
the one, minimizing E, is selected by computing explic-
itly the similarity error E with (3) for each of them.

4.2. Transferring details
Given a stretched triangle ∆ ∈ T (t) and its most sim-

ilar one ∆̃ in H0, we can now define the best position
to introduce new details. The existence of a triangle
∆̃ similar to ∆ indicates that the same configuration of
details exists in the original distribution, and that this
configuration contains other details since ∆̃ contains by
construction at least one interior point (see Figure 5).
The general idea consists in reporting the relative co-
ordinates of the interior points of ∆̃ into the triangle ∆

as the position of the newly inserted details, therefore
ensuring its local similarity to the original distribution.

Geometrical transfer. Using the barycentric coordi-
nates of each interior point p̃0

k with respect to ∆̃ we get

its corresponding 3D position pnew
k relative to ∆. To en-

sure that the new position lies on the underlying base
surface, we orthogonally project pnew

k onto B(t). Finally,
these new vertices are added to the current set P of de-
tails positions.

Mesh details connectivity update. The connectivity C
of the triangulation T must also be updated to take
into account the insertion of the new details. Still,
as no global parameterization of the position of the
details is required, we cannot rely on a global incre-
mental Delaunay triangulation. Instead, we locally re-
triangulate the region around the newly inserted vertices
(2-neighborhood of ∆) using only a local parameteriza-
tion that takes into account the current deformation [20].

4.3. Removing existing details

In the case of compression, we remove an existing
vertex of the most compressed triangle ∆ from T (t). In
this case, we select the smallest edge of ∆ and merge the
two vertices into one using an edge collapse operation.

5. Temporal coherence

We have explained so far how to handle the set of
positions of the details P(t) so that their distribution
stays constantly similar to the original distribution of
P0. This distribution of positions is inherently discon-
tinuous when new details are added or removed. Still,
we a looking for a continuous deformation of the sur-
face S (t) even when new details are appearing. When
creating new details, our approach relies on setting the
size of the newly inserted details to zero so that their
topological appearance does not perturb the geometri-
cal shape of the deforming surface. Later we let them
grow smoothly as the shape is deformed further. When
existing details are removed, we ensure that they first
merge continuously to other ones. Moreover, we also
aim at a distribution of details’ size similar to the origi-
nal distribution given by (s0

i )i∈[0,N].
The following subsection describes how we set up the
characteristic size si(t) of each new detail i during the
deformation, how we ensure that details to be removed
merge first into other ones, and finally how we display
the final resulting surface S (t).

5.1. Continuous detail appearance

We consider that, independently of the choice of the
detail’s geometrical representation, a detail with zero
characteristic size sk = 0 should not visually appear on
the geometry of the surface S (t). Therefore, at time tk,
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Figure 6: Temporal coherence during appearance of details.

where the new detail k is inserted, we force sk(tk) = 0,
ensuring that no discontinuity occurs on the resulting
surface at time tk. Next, we make the detail grow
smoothly towards a target size starget

k . Considering that
the newly inserted detail k corresponds to an original
detail k0 in the distribution D0, the target size is set to
starget

k := s0
k0 . It is thus ensured that all sizes are con-

verging toward an already existing size in the original
distribution, and that similar relative positions of details
are related to similar sizes of details. Finally, we define
a transitional step where the details smoothly grow from
zero size to their final target size. Any smooth transition
can be used to this end. In our implementation, we use a
simple linear interpolation for the transition sizes of the
kth detail (see Fig. 6)

∀t ∈ [tk, tk + 1/µ] , sk(t) = µ(t − tk)starget
k ,

where µ is a user defined rate of growth for the details.

5.2. Geometrical details merging
Before removing an existing detail, we first ensure

that it geometrically merges into another detail. We
proceed in the following manner. Let us consider p0(t)
and p1(t) as being the positions of the two extremities
of the edge to be merged into a single vertex. Instead
of deleting the edge immediately, we apply the follow-
ing mutual attraction law forcing the two vertices to
meet at their middle point p′0(t) = γ(p1(t) − p0(t)) and
p′1(t) = −p′0(t), where γ is a user defined parameter set-
ting the speed of the attraction displacement. Finally,
when the vertices p0(t) and p1(t) are sufficiently close
to each other, we delete one of them, and only perform
at this time the local change of the connectivity of the
mesh T (t).

5.3. Geometry of details
To synthesize the final resulting surface S (t), we need

the deformed underlying smooth surface B(t), the dis-
tribution of details D(t), and the basic geometry that is
shared by all the details. We consider in this paper three
cases of different geometry for the details: an individual
mesh, a height field deformer, and a hole. It is up to
the user to implement further geometries as long as they
can be generated procedurally using an anchor position
and a characteristic size.

6. Results

6.1. Validation
We continuously stretched a surface in a single direction
such that its size doubles using three different cases:
Case 1: high density of uniformly distributed details.
Case 2: fewer uniformly distributed details.
Case 3: non uniform distribution with both isolated and
grouped details.

Snapshots of results are shown in Figure 7. We con-
sidered for all cases α = 1.1. We notice that new details
are always smoothly appearing throughout the deforma-
tion, while previously existing details are consistently
following the main deformation of the base surface. It
can further be noted that the high density of details is
preserved at any time of the deformation in the first case,
while in the second case the details remain sparsely dis-
tributed on the surface. In the last case, we can notice
that new details appear sometimes isolated, and some-
times in a group. In all these cases, the general appear-
ance of the original distribution of details is preserved.

Figure 7: Snapshots of the three scenarios.

We also performed a more quantitative validation of
these three cases. Considering the triangulation T 0, we
computed the average edge length (avg0) and the stan-
dard deviation of the edge length (std0) and compared
to the maximal and minimal occurring values over all
time steps, see Table 6.1. The maximal variation of edge
length is smaller than 7% for case 1, and about 15% for
cases 2 and 3 with more variability. The variation of the
standard deviation of the edge lengths is less than 14%
in all cases. Note that the worst case does not necessar-
ily occur at the last time step, but is rather encountered
just before a large triangle is subdivided. The error then
decreases again immediately after subdivision. These
results confirm that our method is able to preserve the
average spatial spacing between details.

We also performed a test showing that our method
succeeds in preserving simultaneously the distribution
of details in the spatial domain and the size of the de-
tails, see Figure 8 (left). To this end, we considered a
source surface with isolated details which are 3 times
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avg0 min max std0 min max
avg avg std std

case 1 0.138 0.136 0.147 0.0247 0.0247 0.0271
case 2 0.267 0.263 0.279 0.0681 0.0587 0.0663
case 3 0.225 0.226 0.259 0.181 0.175 0.187

Table 1: Variation of edge-lengths of the coarse triangulation quanti-
fying the distribution of details during the entire deformations of the
3 surfaces in Figure 7.

bigger than the details which are grouped together in
clusters. After deforming the surface, we end up with
two more isolated details of big size, while three new
groups of clustered details are synthesized having small
size. Small variability can also be encountered (small
isolated details) depending on the most similar triangle
found by the algorithm.

Figure 8: Left: Details organized in clusters (top left). Details of
different shapes (top right). Bottom: Compression operation: Neigh-
boring details are continuously merged.

Finally, we also provide an example showing the
merging behavior of the details when the surface is lo-
cally compressed. As shown in Figure 8 (right) a local
compression is applied on the bottom part of the sur-
face, some details associated with small triangles are
then continuously merged together.

6.2. Real shapes deformation
We applied our method on more complex shapes with

details generated by the three deformers described in
Section 5.3. First, a frog shape undergoes some non-
homogeneous deformation as shown in Figure 1, where
we first stretched the torso of the animal, and then in-
flated his head-part to round its back. Another example
is shown in Figure 9 (top) where we elongated the tail,
the neck, and pulled up the back of the dinosaur. The
details are procedurally generated by local height-field-
bumps computed as a Gaussian function. New holes
are appearing and smoothly growing to some individual
maximal size. Placed on an existing boat mesh it models
a pirate sailboat.

Figure 9: Our method adapts to the deformation of various shapes
such as deforming an animal with small scales bumps (top), or mod-
eling efficiently the sail with holes of a pirate ship (bottom).

For all of these examples, an interactive deformation is
shown in the associated video including a further whale
example using an external mesh to model the details.

6.3. Computation time

Our self-similar detail replication method is very effi-
cient, almost real-time, because it measures local stretch
not on the high resolution 3D surface but on a low reso-
lution triangulation formed by the set of details of inter-
est. The analysis of the coarse triangulation T 0 is fast
and the comparison of D(t) to D0 is speeded-up using
an acceleration grid structure. We used for all our exam-
ples a grid of size 20×20 leading to a very light structure
in memory. As an example, for our surface with highest
details density of 200 details (Fig.2), the precomputa-
tion time (including the generation of the mesh H0 and
the acceleration structure) takes about 500ms for a mesh
H0 of approximately 1.3 millions of triangles. At run
time, we separate the computation of the detail struc-
ture (computing the new mesh T (t) at time t when one
or several new details are inserted) which is the core of
our algorithm, from the actual deformation of geometry
explained in Section 5.3. The computation of the detail
structure is performed in less than 15ms for up to 200
details (resp. 30ms for up to 500 details).

6.4. Limitations and discussion

Our method succeeds in continuously replicating
self-similar details in real-time in response to local sur-
face distortions during surface sculpting.
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We cannot handle structured sets of details, such as
those aligned along a curve to form a flower or a spiral.
The specific case of 1D distribution of aligned details
could be handled using the work by Milliez et al. [21],
where parts of aligned structured 3D shapes defined by
puzzle shape grammars are duplicated.

The deformations we are applying to the shape are
not reversible. The fact that we are using non symmet-
rical operations (birth vs. merge) for compression and
stretch created a hysteresis behavior. As for clay, our
model behaves as plastic material: the current state de-
pends on the whole history of deformations. If the shape
deforms back to its original state, coming back to the
same detail positions is not guaranteed. This is however,
to our opinion, the price to pay for providing temporal
continuity during deformation.

Also, we have demonstrated our concept by im-
plementing three different basic geometries of details.
Even though many other procedurally generated detail
geometries can be used instead as long as they allow
some size control, our method can currently not deal
with anisotropic details such as the bark of a tree trunk,
wrinkle patterns or hierarchies of details. These exten-
sions are left for future work.

Topology changes are actually excluded, because at
the instant where a split of merge takes place, the
surface may not be manifold anymore. In practice,
however, mesh sculpting systems handling topological
changes such as [22] provide an instant change between
different manifold parts. So our method could be im-
plemented in this kind of system by re-computing a pa-
rameterization of the region(s) of interest just after the
topological change.

7. Conclusion and future work

We presented the first method that insures temporal
continuity during deformation of complex shapes - in-
cluding when detail distributions need to be preserved.
As our results show, this leads to more immersive inter-
active sculpting, where the initial distribution of details
is seamlessly maintained throughout the deformation.

In future work, we would like to investigate more
reversible deformation mechanism, where details ap-
pear/disappear in a similar way when the user stretches
and then compresses back a given region.

Lastly, our ability to maintain the distribution of de-
tails throughout the deformation could be improved by
making use of a statistical approach [23, 13] instead of
direct extraction from exemplars. This would require
extending point processes to enable the preservation of
the existing detail footprints while inserting new ones.
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