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Low Frequency Interpolation of Room Impulse

Responses using

Compressed Sensing

Rémi Mignot, Gilles Chardon, Laurent Daudet

Abstract—Measuring the Room Impulse Responses within a receiver position and on the room characteristics (gegmetr

finite 3D spatial domain can require a very large number of
measurements with standard uniform sampling. In this paper,

and wall properties).
On one hand, in some applications the effect of room

we show that, at low frequencies, this sampling can be done with berai . desirable. E | t of mi
significantly less measurements, using some modal properties off€VErberation 1S undesirabie. For eéxample, most of micro-

the room. At a given temporal frequency, a plane wave approx- Phone array techniques and multi-loudspeaker systems are
imation of the acoustic field leads to a sparse approximation, based on free field models and their performance decrease
and therefore a compressed sensing framework can be usedwith reverberation. On the other hand, reverberation plays

for its acquisition. This paper describes three different sparse
models that can be constructed, and the corresponding estimatio
algorithms: two models that exploit the structured sparsity
of the soundfield, with projections of the modes onto plane

an important role in auditory scene synthesis, e.g. in &irtu
reality framework. In both cases, having all RIRs of the room
could potentially be used to improve their performance eirth

waves sharing the same wavenumber, and one that computesrealism.

a sparse decomposition on a dictionary of independent plane
waves with time / space variable separation. These models are

compared numerically and experimentally, with an array of 120
microphones irregularly placed within a 2x2x2 m volume inside a
room, with an approximate uniform distribution. One of the most

challenging part is the design of estimation algorithms whose

computational complexity remains tractable.

Measuring the PAF is fundamentally a sampling problem:
from a limited number of point measurements, the goal is
to reconstruct (i.e. interpolate) the acoustic wavefielcrat
position in space and at any time.

Standard acquisition of signals relies on a regular samgplin
of space and time with respect to Shannon-Nyquist theorg At

Index Terms—Compressed Sensing, Room Impulse Responsesdiven temporal frequency, the space sampling has to be dense

Wavefield reconstruction, Plane waves, Interpolation, Sparsity.

I. INTRODUCTION

A

enough to avoid aliasing in reconstruction and interpotati

[1]. However, as we shall see later, such a direct measurtemen
of a time-varying 3D image often requires an extremely
high number of microphones. Nevertheless, informed by the

COUSTIC properties of a reverberating room can behysical nature of the measured signal, we can reduce the
given by ana|yzing its Room |mpu|se Responses (R|R§)ymber of sampling locations, even for rooms with unknown

which describe the acoustic transfer between sources &&Pmetry. This number is directly linked to the number of mi-

receivers. In [1], the concept ¢flenacoustic FunctiofPAF)

crophones if one wants to acquire the signals simultangousl

is introduced. This function gathers all RIRs of the roorg arin & microphone array setting. In ref. [2] a method based on
therefore it depends on time, on the source position, on tR¥namic Time Warping is used for the interpolation of the
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early part of the RIRs. Another example is given in ref. [3]
that uses an acoustic model of rooms. This model is based on
the modal theory and assumes that all RIRs share the same
damped complex sinusoids (associated to common poles) with
different amplitudes (residues). After the estimation ofeg,
their residues are estimated for each source position amea li
considering a space dependency as a cosine function. Whereas
the first method of [2] can interpolate the early part of the
RIRs, the second one of [3] is adapted to the interpolation of
the whole RIRs at low frequencies along a line.

In this paper we study the sampling and the interpolation
of RIRs, at low frequencies, within a whole 3D domé&inof
the space, using thEeompressed Sensi{§S) paradigm: this
principle allows the reconstruction of signals from a liecit
number of measurements, if the signal is sparse (exactly
or approximately) in some domains. In the case of room
acoustics, this sparsity property is based on the modahtheo
Although based on a different principle, the proposed ntho
can be seen as an extension of ref. [3], adapted for 3D
domains. It is important to note that this 3D interpolatien i



here performed without the explicit knowledge of the room(w, ¢,) = TF{p(t,z)} is mainly concentrated within the
shape - that should only satisfy some general assumptidriangle bounded byyp..| < |w|/co, which corresponds to the
detailed in sections Ill and IV. dispersion relation of propagative waves. Then, for growin
The outline of this paper is as follows. Section Il recalls the.., he demonstrated thatdecreases faster than an exponential
basics of uniform sampling, and discusses how it appliesdo tfor |¢,| > |w|/co, Which corresponds to evanescent waves.
sampling of the 4D-FT spectrum of the PAF (3D in space, 1Brom this, he determines a sampling theorem, which describe
in time). We observe that in the case of a 3D sampling of thew to sample in space for a target Signal-to-Noise Ratio
space, the spectrum essentially lies on a 3D hypersurfade, 8NR;:
not in the whole 4D volume. In section lll, this observatign i 2m > 2we + £(SNRy, we) (1)
accounted for by theoretical results. A first sparsity propef O o e
the PAF is exhibited and a first approach is proposed to sampJBere §, is the spatial sampling step on the line, = 27 f.
it within a 3D volume with few measurements. In section IV, & the cutoff frequencys, is the sound velocitys (SNRy, w,),
second sparsity model is derived, based the modal analyais @uhose exact expression is given in [1], accounts for the-influ
rectangular room. This model allows the use @@mpressed ence of evanescent waves. Under the far field assumption, and
Sensing framework for the sampling. Section V presentsufficiently far from the walls, evanescent waves are néjég
some details on the proposed algorithm implementations. Which leads tos = 0. Then, in this case, the spectrum of the
particular, some strategies must be designed to circunthent pAF is included within the triangle of equatigrt < w?/co?,
large computational requirements of the algorithm. Nuo#&ri and the sampling theorem becomés:< Ty we.
and experimental results are presented in section VI, aod sh |n the case of 2D sampling (in a plane parallel(@zy)),
the relevance of this approach in practical settings. QmieY under the far field assumption, the 3D-FT of the PAF,
remarks are finally presented in section VII. P(w, ¢z, ¢y), has its support in the cone of equatipfr-¢? <
The sparse model and a small subset of the results h@@cg, where Oz and p, are the Spa‘[ia| frequencies‘ a|0ng
previously been presented in a conference paper [4]. The Makes (Oz) and (Oy). We have a similar result in the case
n?vilties 0:; tlhiS pape(; af?»li(? bettler th.eoret:tcarll justificat of a 3D sampling: the support of the spectrum of the PAF
of the model, more detailed explanation of the proposegly, . ¢, . ¢.)is essentially such that? +¢2+¢? < w?/c;
algorithms, the use of cross-validation in section Ill-mda?véhiéﬁ mi?émi t)hat it is inc|u):jed insida; ;ﬁ;;efcone. /e
a deeper analysis of the experimental data. Finally, in any case, to avoid spatial aliasing we have to
choose sampling steps that satisfy the sampling theorem:

II. UNIFORM SAMPLING

The Green'’s function, for the wave equation with boundary 0y < @, Vo e {x,y,z}. (2)
conditions, gives a complete description of the acoustinst We
fer between any source and receiver, within a given room. n .
[1], it is renamed Plenacoustic Function (PAF), and it can kﬁé Reconstruction .
described as the set of all Room Impulse Responses (RIRs)The sampling of the PAF gives(t,, X,,) for t, = n/F;
for all source / receiver positions. Note that, due to remjiy and X,,, on a spatial grid. The reconstruction of the RIRs for
properties, if sources and receivers are omnidirectiathaly any time and position is done using a 4D interpolation filter,
play symmetric roles. which may be separable in time and space.

In this section, considering a fixed source (as this corre-In theory, the ideal reconstruction should be performed
sponds to our experimental setup), we recall how standassing convolution with asinc function which has infinite
sampling of the PAF can be done within a volufleof the support, therefore requiring an infinite number of sampling
space, using a uniform 3D microphone array, as a function pdints, in time and space. Because of the exponential time
the position)? = [z,y,2]T of the receiver. decay of the RIRs, the responses can be truncated in time,

The primary design parameter is the temporal bandwidémd using finite length filters provides good approximations
that is required for the applications at hand. If the maximum However, in space this problem remains, because a precise
frequency is fixed aff. [Hz], higher frequencies are removednterpolation requires an overly large number of microptson
with an anti-aliasing low-pass filter and, assuming idetgr, Actually, in order to reconstruct the RIRs within a finite
the sampling in time is done at a rafé > 2f.. Depending sub-domainS2 of the room, in practice there are 2 possible
on this temporal frequency bandwidth, the distance betwesinategies:
microphones (sampling in space) has to be small enough tq by fixing the spatial sampling step according to

avoid spatial aliasing. In this section we present the spett Shannon-Nyquist requirements, one has to increase the
of the PAF to define a criterion for the sampling. Th% RIRS  order of the 3D interpolation filter (in space) in order
will be denoted by the space/time dependent functign: X ). to improve the reconstruction. Consequently, the micro-
) phone array must be larger thdh and according to
A. Spectrum and sampling the desired quality, the number of microphones may be
In [1], Ajdler studied the spectrum of the PAF on a unrealistic in practice.
line parallel to the(Ox) axis. With w [rad.s™!] the tem- o by fixing the size of the array, one can improve the
poral angular frequency ang, [rad.m!] the spatial an- quality by taking a finer grid. Even if the array does not

gular frequency, he observed that the energy of the 2D-FT become bigger, the number of microphones increases, and



boundary effects may still be present. As in the previoug,(t) = e/t = efateiwdt for t > 0 and g,(t) = 0 for
case, the number of microphones may become very highgative time. Finally, = (w, — j&,)/co is the wavenumber

in practice. of mode ¢ with w, its angular frequency and, < 0
Alternatively, it is also possible to make a compromistéis damping coefficient. Note that the,’s, &,’s and ¢,'s
between these two strategies. depend on the boundary conditions (room geometry and wall
properties), while the4,’s depend on the initial conditions.
C. Sparse spectrum Because in our case the source position is not known and

As discussed above, for a 3D problem the support of t %e source signal is an impulse &t= 0, we only consider

spectrum of the PAF is included inside a 4D hypercone, fg)re homogeneous wave equation (3), without source, which

X : S . Implies initial conditions int = 0.
EuTher abservations reveal that, whereas 10 or 2 sap oM (8) and (4, and using the orthogonaly of the func-
plings of the space (on a line or a surface respectively) giv'gns 9¢(t), We get the Helmholtz equation for every mode:
a full spectrum lying inside a triangle or a cone respedgyivel Apy + k§¢q =0. (5)
a 3D sampling in a volume gives an almost empty spectrum,
for which the energy is concentrated on the surface of t
hypercone of equation? + o2 + ? = w?/ co®. Equivalently,
for a given frequency, the spectrum is on the surface of th
sphere of radiugv|/ co, which corresponds to the set of plan&d
waves with wavenumbew|/ ¢ and wavelengtter cg /|w].

An equivalent observation, and somehow easier to visyaliZe Plane wave approximation
can be done for a 2D problem, which represents wave propain the Helmholtz equationg, is the eigenmode of the
gations on an elastic membrane for example. Using syntheltiaplacian operator with eigenvaluek?. For a realk, (rigid
signals, figure 1a presents the 2D-FT spectrum of the PAfalls), if the room is star-shaped (note that this includes
sampled on a line. The support is a full triangle of equatioconvex rooms), previous studies (cf. [5]) have shown that an
¢2 < w?/c. Figures 1(b,c,d) present 3 different sections afigenmode of the Laplacian with a negative eigenvalue can be
the 3D-FT spectrum of the PAF sampled on a square surfaagproximated by a finite sum of plane waves incoming from
In this 2D problem, this quasi-empty spectrum lies only am thvarious directions, and sharing the same wavenurhb&hen
surface of the cone of equatigr? + 2 = w?/c. Figure 1d . _—_—
shows that for a given frequency, the speétr(ijm is on the 6(X) ~ 371, g, e?er X (6)

circle of radius|w|/ co which corresponds to the associategk the R-order approximation ab,, with k, . the 3D wavevec-
plane waves. o tor r of the modey, such that|k,.,.||» = |k,|. More detalils are

As a consequence, for a 3D problem, and sufficiently ffen in appendix A. For damping walls, in theory the losses
from the source and the walls so that evanescent waves afljify 6, Nevertheless we assume that the approximation (6)
be neglected, the 4D-FT spectrum of the PAF sampled W'tWQmains valid, at least foi far from the walls.
a spatial volume? does not fill a 4D volume of the 4D f_re- Consequently, considering a finite frequency rafies,]
quency spacew, ¢z, ¢y, ¢-) but lies on a 3D surface, which ¢ niainingo) real modes, or equivalent%Q complex modes,

is an hypercone. The approaches of the next section exp%td consideringz-order approximations of the, s, the RIR

this property in order to derive new sampling algorithmsahhi (t X’) can be approximated by a sum @fi;R damped

need less measurements in order to reconstruct the RIRSIWi ar’monic plane wavesxp(j(k, co t4+E,.,- X)), with complex
. q q,7 ’ -

a volume of the space. wavenumberk, = (w, — j&,;)/co and real wavevectors,, ,
IIl. STRUCTURED SPARSITY such that||l§:’q7r||2 = |wq|/ co, and with coefficients linked by
.y the relationay , = Agaq.r-
A. Modal decomposition Note that this approximation, coming from [5], theoretigal
Considering linear acoustic propagation away from thgilidates the observation of the sparse 4D-FT spectrumeof th
sources, the acoustic presspre, X) is governed by thevave PAF given in section II-C. We speak abdtructured Sparsity

te that the orthogonality property of the functiongt) is

ully validated wheng, = 0, i.e. for ideally rigid walls. In the
ase of non-rigid walls, we make the usual assumption that
. (5) remains valid at least far from the walls.

equation ) first because of the modal representation of eq. (4), which is
An(t. X) — 190 £ X) =0 3) Sparse in the time domain, and second because the 4D-FT
p(t, X) = — 7501, X) =0, ®) :
co? Ot spectrum is concentrated on a 3D surface:for every frequenc

whereA = V2 is the Laplacian operator. At low frequenciesy,, the modal shape, is modeled by a sum of plane waves
assuming a modal behavior for closed rooms, the solutié®r which the wavevectors lie on the sphere of radiug/ co
can be decomposed as a discrete sum of damped comglely (i.e. p(w,k) ~ 0 for ||k # |w|/co). But note that it

harmonic signals with the angular frequencigs does not assume the sparsity¢gf in a dictionnary of plane
. . waves: the finite sum of eq. (6) is an approximation required
p(t, X) = Z Aq ¢q(X) gq(t), (4)  for computation.
ac€z? In [3], the modal shape is assumed to be a cosine function on

where thed,'s are complex coefficientsy, is the modal shape a line (Oz), with wavenumbetrk, < |k,|, which corresponds
of modeg, andg,(t) is the corresponding time evolution, withto the sum of two equivalent plane waves. In this section, the
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Fig. 1. Spectrum of the PAF for a 2D problem (synthetic sighdl): 2D-FT of the PAF sampled on a line. (b,c,d): 3D-FT & BAF sampled on a square;
(b): oy =0m~1, (c): o, =7 m~1, (d): f=4 kHz. As expected for a 2D problem, the sampling of the PAF oneires a full spectrum, and its sampling
on a 2D domain gives a sparse spectrum which lies on a cone,hichwhe symmetry axis is the temporal frequency gkis

modal shape in 3D is represented, in a more general wayplies: o, = a*, ., k, = —k*, andk,, = —k_,.,, where

as a sum ofR plane waves, which is valid with a weakerthe symbol* denotes the conjugate. In practice, this Hermitian

assumption (star-shaped room). symmetry is used in stages (b) and (c) in order to reduce the
size of matrices.

C. Algorithm In stage (c), the sphere of radilis|/ ¢, is sampled using

) _ ) R plane waves. The choice & is important, because a small
Now, taking advantage of this Structured Sparsity, WR produces bad approximations, but a value that is too high
present an algorithm previously proposed for the intefima (i respectingR < M) leads to overfitting: it gives good
of impulse responses of plates [6]. First, using an array gfproximations for the measured positions of micropholmets,
M microphones placed at th&,, sampling points within jnerpolations with poor quality. In section VI, two metteod
Q (with uniform or random sampling, cf. sec. IV-B), We(CS0 and CS1) are tested and compared:
acquire the digital signalg(t,, X,,), of length N samples

each. Second, we can reconstruct the RIRS2imusing the . . L
for all modes. This value gives a good conditioning for

following algorithm: _ . . the computation of the pseudo-inverseygf, cf. (8), and

(@) The shared wavenumbers are estimated using a joint  some informal tests reveal that it gives good results in
estimation of damped sinusoidal components (using for ost of the cases.
example the algorithms MUSIC [7], ESPRIT [8], or | cs1 Second, we modified the previous algorithm to
SOMP [9]). Note that this stage corresponds to a sparse choose the besk for every modeg separately, using a
decomposition of thel/ signals using a joint sparsity  ¢ross-validation procedure. A small numberof micro-

model along the temporal frequencies, with a dictionary  phones are randomly selected amongMienicrophones
of damped sinusoids, or equivalently of common acoustic  f the array. Then for every value @ < M — m, the

o CSO First, we have empirically determinefdl ~ 31/ /4

polesp, = j co kq in the Laplace domain. vector G, of (8) is computed using thé/ — m other

(b) From (4), the 1/ x N) matrix S of signals, such that microphone positions. Finally the modal shapg are
S[fmn] = ptn, Xm), can be written asf = &G, where reconstructed at the: selected positions, and the value
® is the (M x Q) matrix of modes®,, 4 = Aqdq(Xm), of R which gives the lowest error is chosen.

andG is the (2 x N) dictionary of damped exponentials,
Glgn) = e/Fa . Then, with@Q < N, the modal shape
matrix ¢ is estimated using thé, optimization:

Note that the choice of the numbér of estimated modes
is not a critical issue. In practice, we can use an approxi-
mate value of the room volum& and the relation@ =~
é = pcH(GGT) 1. (7) 47V (fe/co)®/3 (cf. [12]). Nevertheless, i@ > N, stages (a)
and (b) cannot be performed, as only the time information is
(c) Now from (6), ¢4 ~ 404 Where, is the (M x R) exploited in these stages. The next section presents agetron
matrix of the plane waves}; ,,,,] = e’k Xm sharing sparsity property, which takes into account simultangotrs
the same wavenumbér,. The k,,’s are chosen using information of time and space, but with a restricted assionpt
a uniform sampling of the sphere of radils,|/co, cf. on the room geometry.
[10], [11]. Then, withM > R, the coefficientsy,, , of the
vectora, are estimated using the least squares projection IV. PLANE WAVE SPARSITY

of everyg, into the corresponding basis o, as follows: In this section, we study the solutions of the wave equation

fy = (@/,f%)*l@bf({sq. (8) in the ;ir_nple case of a rectangular room. F_rom th_i; study,
) ) we exhibit a stronger property of sparsity which justifies th
(d) Finally, the RIRs can be_interpolated for amy € yse of the Compressed Sensing framework (CS). The derived

[0, N/F.] and any positionX € Q using the approxi- aigorithm, detailed in sec. V, will be nameS2
mation:

p(t, X) = Zdw ed (ko co t+Re o X) (9) A. Modal analysis in a rectangular room

or In the case of a rectangular room with rigid walls, we can
Note thatS is a real matrix, hence the coefficients of thenake the variable separation in Cartesian coordinateg, =),
complex modes have to obey the Hermitian symmetry. Thi§. e.g. [12]. Then, each modal shape is written as the ptoduc



of 3 functions of one variable. Wit = [z,y,2]T, the RIRs Unfortunately, the problem of finding the sparsest solut®on
become: not convex, and hence difficult to solve. However, we can

change it into a convex problem by considering the following

v\ jkqcot ] . o
p(t, X) = Z Aq Fog() Fyq(y) Fag(z) €00 (10) Basis Pursuit Denoisingpproach:
qeEL*

For each mode, these functions verify the 1D Helmholtz ~ aert llodle,  subjectto o — 2¥alle, <€, (11)

equationd?F, +k2F, = 0 for v € {x,y, z}. With rigid walls,
the k,’s are real constants such thaf + k2 + k2 = k2
(cf. [12]). According to the Helmholtz equation, for eac

Cartesian coordinate the F,’s are the sum of 2 solutions: of génigdtr?eirrr::tlilgz;lmrgrsogltess (t(f;fe LecorEitSr]u c[t|106r]1 @[tﬂ]) ve a
F,(v) = Afel*v + A e 3%v Then, expandingr,F,F., - €.0. ’ ’ 9

the modal shapéq()? )qisﬂwritten as the sum of 8 plane Waves;lg::géntb)?ct)gg'2g?cgﬂre;eézgfrtigggngé?ng?yCsrsoi)g:t;?grtse
etikertikyytik-2 — oik-X  with k = [tka, £ky, +k.]T. y

o ] guantifies howd® and ¥ are mutually incoherent with respect
In the case of non-rigid walls, as the wavenumbés com-

_ 707 to their use on sparse signals. In practice, the RIP is difficu
plex: k = (w— j&)/co, thek,’s are complex too. This implies

to check, but it is verified with high probability for some

a slight decrease of the,’s near the walls. Nevertheless, o5 45m sampling matrices. In practice, this encourageagae
X far from the walls, we assume that the imaginary part

: . ) ) 5 ) 5.5 %tf randomly selected observation points, which are here the
k. is negligible, and thak;, + k; + k7 = Re(k)” = w"/co". microphone positions in the 3D space. Note that, conversely
, Note that in the case of a rectangular room, the wavevectof$eqyjar sampling grid might lead to a strong correlatiothwi
k = [tky, £k, +k.]T are at the vertices of an inscribe

: ) ) %Iane waves, whenever the wavevector gets close to be dligne
parallelepiped of the sphere with radiis|/co. Moreover, 4 gne of thes, y or = axis: such standard sampling scheme

whereas the modal density, which is related to the numberye efore Jikely to be suboptimal in the CS framework.
of modes per frequency range, strongly increases with the

frequency, withf?, all the wavevectors are uniformly spaced ) ) )
in the E—space (with coordinates,, k, , k.), cf. [12] C. Reformulation of the problem in a Compressed Sensing
s vy s vz ) . .
Consequently, in a bandwidth containirg) complex framework
modes, the RIRs can be written as the sum@® harmonic Now, we can reformulate our problem as fO||0V\LSI let us de-
plane waves in the case of rectangular rooms. Note thatfife S. the signal vector of the measuremepts,,, X,.), and
the previous section, each modal shape was approximatedythe signal vector that we wish to reconstruct (interpolate)
R fixed plane waves sampling uniformly the sphere of radi@ a uniform grid of the space:
|wl]/co, Wwhereas here, with the assumption of rectangular room, S _ 2
- . " e = p(t,,X,,), and 12
only 8 plane waves are required by mode. Then, this stronger (L Hm—=1)N] P S ) (12)
sparsity property justifies the use of CS techniques. Sy ((mys)N] = P(tn,Ys), (13)
This model is, strictly speaking, only valid for rectangulaW
: : 2 here th
rooms. In spite of this strong restriction compared to thz?rr y
weaker assumption of the methods CS0 and CS1 (star-sh ideal reconstruction using a finely sampled uniformyarra

rooms), this model remains interesting because rectang & sec ),S, ands, are linked byS, — ®,,S,, whered

. . . 1Oz Yy T — Yy Ty
rooms aret }/ery tgfter:”uied,- andb ?ts shall ltbethseerz:é% 18%n interpolation matrix representing the spatial contioh
experimental section Vi, 1t gives betler resuts than - Por interpolating the RIRs ak,,, starting from the signals on
CS1 in hard conditions (low signal-to-noise, interpolatian

| b= ndwidih the grid of theY.’s.
a larger bandwidth). Since the number of microphones is limited in practice, we

cannot directly reconstrucf, from S,. However, thanks to
B. Compressed Sensing framework the sparsity property of the RIRs as described in sec. IV-A,

The general problem consists in the reconstruction ofqiS Possible to solve this problem using CS. The rough
signal y € RV from M observationsz,,, linked by the idea is to define an oversized dictionagy, with harmonic
linear systemz — ®y. Compressed Sensif@S) deals with ple_lr_le waves whlch_ are.“w.rtually“ sampled on the grid. Then,
the underdetermined case, for which there are more unknoWH&ing S, = ¥, a, in principle the problem might be solved
than equations ' > M), cf. e.g. [13], [14]. As such a Wlth Sy = Pgy ¥y Unfortunately pecguse of Fhe space
problem cannot be solved without additional hypothesie, tifimensionality (4D), standaré, optimization algorithms of
underlying idea is that if lives in a subspace of dimensign (11) would require too much memory and cannot be run on
and with basisp, for K < M, we can solvey = ta writing standard computers. Hence, in the next section, we propose a
z = &y — dipa — fa. However, in general we do not knowdreedy algorithm for the interpolation of the RIRs.

(G

where the nornt,, is given by||ylls, = (3, lv:|™)'/™, ande
Hs a data fidelity parameter. A highallows a stronger sparsity

e)?m’§ are the positions of th&/ microphones of the
and th&’;’s are the positions of the 3D grid. Considering

Then, we defineC vectorsy);, forming the matrix¥ with V. ALGORITHMIC DETAILS

L > K, and we look for a basis which explains In other When ¢, optimization procedures cannot be processed be-
words, we look for a vectonn ¢ R K-sparse (where no cause of computational issues, greedy algorithms such as
more thanK coefficients are non-zero), such that= W«. Matching Pursuit are common alternative. However, with the



size of data in this work, even this simple algorithm is too 1) Analysis: The principle of the proposed algorithm is
cumbersome to be computed in practice. In this section, fiest follows. At every iteration, first we choose the damped
standard Matching Pursuit is presented, then we proposeamnplex exponential which best approximates Aiecolumns
derived version which can be applied for the sampling of the R; (which are time signal vectors), and so a wavenumber
RIRs in 3D. This new algorithm is namegS2 in this paper. k; = (w; — j&;)/co is estimated. Then, amoniy/ selected
atoms, we choose a group Bfharmonic plane waves (on the
sphere of radius; /co) which efficiently explains the residual
A. Matching Pursuit R., with P < W. For more details, the 4 stages of the iteration
_ . o _ 1 are detailed here:
o aaroutcs e ) T stage i imir t the sesrch o oes of SO
' We define the(N x L,) time dictionary matrix® with

atom g is chosen among the columns of a dictionary matrix . o
U, of size(MxL). Then the process is iterated on the residual L. columnsg, which are damped complex exponentials:
: : O = Oy = ¥ !, with 0 < we < w. and

which is, at the iteration+1: & < 0. Then defining the(L,x M) correlation matrix
n; := |01 R;|, we choose the indek which maximizes
the sum of energiestf:l(m[g,m])z. Here, the matrix
© corresponds t® where the columns are individually
normalized:0, = 0,/0¢||¢,-
(B) With the estimated wavenumbek,, we define an
(MNxL,) dictionary matrixA; with Ly columnsyd;
which are ha[mgnic plane waves; ; (1) (m-1)N] =
ettn oI tn oikeXm with ||kglly = wy, /co, VO € [1, Ly).
Then, withL, > W > P, we isolatelV’ atomsd; , which
are the maxima op;, := |(5;,¢, R;)|. Note thatp; can
be writtenp; = |AXR;|. Actually, because of possible
lobes,? must index a 2D grid of the uniformly sampled
sphere of radiusy, /¢y, and the chosen atoms are flié
higher local maxima.
Among thesell/ atoms, we test all combinations of
P atoms (there arg'}) possible combinations). Then
we choose the combinatio&; which minimizes (15):
IRit1]2, = |RillZ, — REGGIR;, with G an(MNxP)
matrix of one combination of’ vectors.

i i — H —1H,. _ Fon.
and the weight veTctor is thea = (G G). G = G, . (D) Finally, the best combinatiot¥; is subtracted. Actually,
where the symbol’" denotes the pseudo-inverse of a matrix. : o
here we have to consider the hermitian symmetry for real

In the present Work,_ we first consider the application of signals, and so defining; = [G;, G*], the residuai + 1
Matching Pursuit considering groups @t harmonic plane isT Ry 1 = Ry — Grovs, With a; = GI R,
waves which share the same wavenumber. For example, the " Lo Lo _
rectangular room considered in the experiments, sectioh, IV Compared to the standard Matching Pursuit algorithm pre-
led to P = 8. Unfortunately, because of the dimensionalitp€Nted in section V-A, this new algorithm has a tremendously
of the problem, it is not possible to use this algorithm d&duced complexity: whereas the dimension of the dictipnar
such. Indeed, among a high number of possible wavenumb@lalrix ¥ of standard MP is(MN x LsL), thanks to the
k = (w—j&)/co (that belong to a subspace of dimension 2), wyariable seperation, the _modnjed algorithm uses the nestric
would have to test a wider number of possible combinatiofis @ndA; with reduced dimension§Vx L) and (M N x L)
of P plane waves on the sphere of radiug, (in a subspace _res_pgctlvely. Moreover, in the second stage, the atoms are
of dimension2P). Consequently, the matrice§ live in a |nd_|V|duaII_y_ tested on a sphere (subspace of dimension 2),
subspace of dimensio + 2P, and exhaustive search forwhich facilitates the process; and (_)nly _tué best atoms are
the most correlated group is in practice absolutely impesi Selected for the stage (C). In practid€, is chosen such that

W . . . .
In the next section, we propose a modified algorithm which®e number(’;, ) of possible combinations remains reasonable.
alleviates this problem. With P = 8, a typical choice isW = 16, which leads to

12,870 combinations. With the standard MP algorithm, the
number of combinations to test Ist(ﬁj)
B. Modified MP algorithm As in sec..III-C, the number of mode® is estimated
beforhand using an approximate measurement of the room
Let us defineS the (N x M) signal matrix such that volume. This numbet) determines the number of iterations.
Sinym] = p(tn,)?m), and S its vectorized version as in  Note that a slight improvement has been done by adding a
equation (12),S = S,. The residual vectors will be notedadditional stage. Starting from the group Bf plane waves
R;, and their(N x M) matrix versions R selected at the end of stage (C), the wavenumber and the

Tig1 =15 — 04 G, (14)

with ry the signal to approximate, and where the vegjpr
and the coefficienty; are chosen to minimizer;+1|e,. If
the column vectors oft are normalized, the optimal atom
is gi = argmax g [(g,7:)| and the optimal coefficient is
given by the correlationy; = (g;,7;) := gHr;. The symbol
M denotes the conjugate transpose of a complex matrix or a
vector.

A similar method consists in searching at each iteration a
group of P atoms simultaneously minimizing the norm of the
residualr; 1 = r; — Ga, whereG is a (M x P) matrix of P
atoms, andv is a (P x1) vector. If the atoms are normalized,
and if rank(G) = P with P < M, the optimal matrixG; ©)
minimizes

—1
Iriall?, = llrill?, = /G (GTG)  G"ri, (15)



wavevectors are refined using a non-linear iterative ogami  « For the computation of; in stage (B), we prove that
tion, based on a simplex search method [19]. S Sl e T
2) Projection and interpolation: At the end of the@ [ATRa| = 10 Ri 5717 (19)

with wavenumberk, and wavevectork,,. They define the 3 is an (M x L) space dictionary matrix such that
atoms of the(MN xV') basis matrixB,. Yilm,g = oFeXm , with el = we, / co. Whereas the
By (nt1)4(m—1)N, o] = oikvtn gike-Xm (16) first member requires at IeaMMps flpgtmg-pomt num-
L bers, the second one requires significantly less memory,
with ||k, |2 = wy/co > 0, N + ML, numbers. Moreover, the time of computation
andk, = (w, — j&)/co - is significantly reduced because the constructiort of

andy; is faster than this one oh,;.
« In stage (C), we have to select the group of plane waves
which minimizes||R; 1|7, Proving that

Then with A, := [B,, B;], considering positive and negative
frequencies, we could solve the optimal solutiSp = A.a
in the mean least squares sense with= A!S,, which

Woul_d require complex calculus. In _order to re_du_ce memory Rf@LGfRL _ (égRi)*iiiI(égRi)T, (20)
requirements and makes computation faster, it is preferabl
to manipulate only real coefficients. Thenis obtained as the number of required floating-point operations is re-
follows: duced with a factotV. Here, %, is a (M x P) matrix of
. , a candidate group of plane waves.
o] = Aytv] = M) T IHw+V]s « During the reconstruction of the RIRs, instead of using
with v € [1, V] the formulaS, = A,a, we can accelerate the compu-

tation by reducing the matrix dimensions and we can
simplify the reconstruction in the case bfinterpolation

If the problem of (17) is ill-conditioned, in practice we  PositionsY;.:

and = %[Re{Bw},—lm{Bw} s, @n

remove some atoms dB, which are linearly close to some . T

L . . S, = 2Rel O, diag(b)X; |, 21
others. For that, selecting the indexes, v2) of the maximum Y &{Oy diag(8)%, } (21)
of the matrixC' —I-, wherely is the identity and” := B B, where b is the first half ofa, ©,p,., = e?kotn and
is the normalized correlation matrix, we remove the plane Syfre] = eIk Yr for r e [1,1] andv € [1,V].
wave v € {vi,v2} which minimizesp, = [(b,,S)|. This | Finally, for the computation of the correlation matdx

process is iterated until the problem gets well-condittbne we prove that
Note that the use of an orthogonal projection in stage (D) (as o o
with the Orthogonal Matching Pursuit [18hlgorithm) would By B, = (6;/6,)x(2]%,), (22)
partly solve this issue, but the associated computatioostl ¢
would be prohibitive for the problem at hand.

Finally, the interpolation at any position € © and any
time ¢ € [0, N/F5], is done by:

where x symbolises the array multiply. Whereas the
first member need$’ M N floating-point numbers and
V2M N operations, the second one needs aniy/ +N)
numbers and/?(M + N + 1) operations.

2V

S Gkot jky-Y

p(t.Y) —Za[v] ee (18) VI. EXPERIMENTS AND RESULTS
v=1

- ) ) In the following, we present some results of the three
or S, = Aya where 4, corresponds to the matrix basis ofyigorithms presented in this paper. They will be named netho
harmonic plane waves at the positidn Note that while the cso method CS1 (cf. sec. 1lI-C), and method CS2 (cf. sec.
matrices are normalized in section V-BE, and A, are not \.g) The quality of the interpolation is evaluated using th

normalized in (17) and (18). Signal-to-Noise Ratio (SNR) [dB] and the normalized Pearso
correlation coefficient [%]. With s the (IV x1) vector of the
C. Improvements for fast computation target RIR, such that|,; = p(t,, X), ands its interpolation:
Taking advantage of the variable separation (in time and Islle
space), we can significantly reduce the matrix dimensiods an SNR;z = 20log, (” NT\ ) , (23)
the number of floating-point operations which are respebtiv 5= Sl
associated to the used memory size and CPU usage. The Coy = 1 M 24
. . - . : % 00 - (24)
following points allow the computation of the algorithm it l[slle, [5]le
a reasonable time and memory size: Note that during the first stage of CS0 and CS1, we use the

« In stage (A), and equivalently in SOMP, if the frequencglgorithm SOMP [9] because some preliminary tests revealed
axis of w is uniformly sampled betweefi and F/2, that it gives better results than the other damped sinukoida
instead of handling the matri®® and computing the component analysis methods. For the time diction@ryof
product®R;, we compute the Fast Fourier Transform§OMP and CS2, we use a grid of the possible wavenumbers
in time of: e*!» R;[n, m], alternatively for every sampledk = (w — j¢)/co. The frequency axis ofs is uniformly
damping coefficients. sampled on[0, 7Fy], and in the experiments of this section,



Methods M (mic. number) SNR [dB] ‘ B. Experimental results
64 12.7

uniform sampling 125 19 _We have then designed g_real 3D_ array with 120 _electret
216 23.8 microphones, randomly positioned within a cube of size 2m
64 15.6 (cf. fig. 2). The room has dimensions (3.9, 8.15, 3.35)m, & wa
method CSO 1%?3 ggg empty but still had features that made it non-ideal: a dogrwa
64 118 two windows, a cornice, concrete walls, wood panels, ete. Th
method CS1 96 17 source is a baffled loudspeaker placed far from the array, at
15:’ fi% X, = (1.8,7.5,1.6), and the center of the array is &t, =
method CS2 96 16.6 (1.9,3.1,1.5). Note that with this configuration, the sides of
125 17.8 the array are at 50cm from the floor and 90cm from the closest
TABLE | wall. The RIRs have been measured using sine sweeps [22]

NUMERICAL EXPERIMENT. COMPARISON BETWEEN UNIFORM SAMPLING in the b_andWIdth [50’ 1OOO]HZ The sine Sweeps were Iong
AND METHODS CS0, CS1aND CS2,0N SYNTHETICRIRS. enough in order to reduce the noise of measurements. In order
to isolate the modes below a cutoff frequentywe have used
a low-pass filter, and a downsampling /&t > 2f..

the range of the damping coefficieritss uniformly sampled "€ microphones are placed at random positions within
on the rangd0.5¢*, 26*], wheree* = —31n10/RTy is the Q, with a statistical distribution close to uniform, up to
damping associated to the estimated reverberation tim@ atBechanical constraints. 15 long bars are fixed (cf. fig. 29, an
dB, RTs. Typically, we use 8192 values of, 128 values of the microphones are at the ends of small perpendicular rods

¢, and the number of plane waves used in stage (B) of s¥¢hich are attached on the bars (8 per bar). The degrees of
V-B1 is L, = 5000. freedom are the orientations and the positions of the rods on

me bars. Using synthetic RIRs, we have numerically tested a

This section presents successively some results on nuather ) ) , )
simulations and measured RIRs. The estimakit, of the number of array configurations, respecting these mecHanica

measures is approximately 1.25 seconds. For the numeri%%FStra'ntls’ ar;]d we hfavg selicted this one hwho prodflljceld
simulations, the reflexion coefficients of the wall have bed?fSt results. The set of microphone positions has been finely

set in order to get approximately the same reverberatioa. tinf@/lPrated using an acoustic optimization procedure [&#h
the measured positions as initial estimates.

In figure 3, three interpolated RIRs are displayed (for the
A. Preliminary numerical results three methods CS0, CS1 and CS2). One microphone of the

_ . array has been isolated for the test of the interpolatiod, an
Table | compares the uniform sampling to the proposed me;

. . - ie analysis has been done using the 119 others. Hete
thods. Here, we aim at reconstructing the RIRs within a dube y 9 fle

. . . 300Hz and F;, = 750Hz. Figure 4 illustrates one result in the
of S|d§1.7m, starting fromA/ smulgted RIRs (.Cf' 20], [21]) frequency domain, for method CS1. Both SNR and correlation
of a virtual array (regular for the uniform sampling, randfim

. ; formance measures show that the interpolated RIR ig clo
CS0, CS1 and CS2), in a rectangular room of sides (3.8, S.fgr rmanc Sures show nierp ! S

3.3)m. The source position %, = (3.3,7.7,1), and the center the measured one.

of the array isX, = (1.8,2.8,1.6). The simulated RIRs are

filtered by a low-pass filter of cut-off frequendgf = 300Hz, C. Parameter analysis

cf. [21], the sampling rate i$’; = 750Hz, and the SNRs are In figure 5, the performances are evaluated according to the

averaged over 2744 interpolation positions{in number of microphones for the analysis. For the interpotati
Concerning the regular array which is cubic, the choosemd the evaluation, we have randomly selected 15 microghone

spatial sampling step is the same for all directions)z, Oy close to the center of the array (distance smaller than 80cm)

andOz) and it respects the sampling theorein ¢y /(2f.). The analyses have been computed withmicrophones ran-

For a given numben/ of microphones (64, 125 or 216, cf.domly chosen among the remaining positions. As a general

table I), the ste@ and the size of the array have been choserend, performance decreases wiftf. However, whereas

as follows: we tested some configurations of regular arragsethod CS2 is almost 5dB below CS0 and CSIvat= 105

corresponding to the first strategy of sec. II-B, to the sdcomicrophones, the three methods are roughly equivalent for

one, or to a compromise of both. The displayed result usgs < M < 40. We also can remark that CS2 totally fails for

the configuration which provides the better performance. M < 19. This shows that with only 46 microphones, we can
We observe that, for a given number of microphonesgconstruct the RIRs within the 3D volume with an SNR of

method CSO significantly outperforms uniform sampling (cfL5dB. The crossover between the methods is also interesting

M = 64 or 125). Equivalently, methods CS0O and CS1 camethod CS2 is a simpler model based on stronger assumptions,

obtain equivalent performance as regular sampling, but wit is better when few information is available, on the othanth

a smaller number of microphones (see for instaidée- 96 methods CSO and CS1 have more parameters to estimate, and

for CSO, M = 125 for CS1, andM = 216 for the uniform can therefore better explain the RIRs when a sufficientlydar

sampling). According to these preliminary results, met@&? number of microphones is used.

does not seem to be competitive; we will see its benefits at aFigure 6 shows the performance of the interpolation accord-

later stage. ing to the distance between the interpolation position ded t
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Fig. 2. Pictures of the experimental microphone array. Theel@6tret microphones are at the ends of the small rods, randaladgd and oriented on 15

fixed bars. The microphones are omnidirectional in the usedvailth.
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Fig. 3. Measured and interpolated RIRs. (a): Method CSO,Migthod CS1, (c): Method CS2. On measured RIRs.
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Fig. 4. Fourier transform of RIRs for the method CS1 (cf. fig).3khe y-axis is in a dB scale. On measured RIRs.
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Fig. 5. Interpolation performance as a function of the numibemiorophones

of the array. On measured RIRs.

92 105

using the model parameters from the analysis of the renginin
119 measured signals. We usgd= 300Hz, andF; = 750Hz.
The microphones are grouped according to their distance
from the center of the array. In each group corresponding
to a distance range, we estimate the average reconstruction
error and the corresponding standard deviation. As exggecte
performance decreases when the interpolation positioremov
away from the center, although it can be noticed that with
methods CS1 and CS2 they decrease slower than with method
CS0.

Figure 7 shows the performance of the interpolation when
synthetic noise:,, is added to the measurement signals. The
x-axis is, on a dB scale, the energy of the additional noise

center of the array. Here, each measured RIR is interpolamer the energy of the measured signdls|s, /||s|l¢, . It can



10

30

8 o5t 3 g sof % $ ; % I
-g 20 % ¥ % % B g 251 % %
g .l + | 5
8 o % % % % 20} : : % i
S 10f 1 @
i 5 % ¥ S 151 ¥ ¥ % %
I ol O Method CSO ] <|:> 10+
g X Method CS1 < O Method CSO %
2 51 % Method CS2 1 T 5{ x Method CS1

% 033 0.66 1 133 166 2 of_* Method CS2

Distance [m] I L

Array (rd1) Array (rd2) Array (rd3)  Array (xp) Array (sp) Array (cb)
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Fig. 6. Evaluation according to the distance from the cenfethe array.

On measured RIRs. Fig. 8. Numerical evaluation of six different microphone gis:a3 random

arrays (rd1-3), the experimental array (xp), a sphericalleggarray (sp) and a
cubic regular array (cb). The SNRs of methods CS0 and CS1 éasgherical
be observed that, as expected, performances decrease véh@in (sp) are out of range, at almost2 dB (not displayed). On simulated

the noise level increases. At high noise levels, method C8®&s-

appears more robust than method CS0O and CS1: the least-

square projection of methods CSO and CS1 tries to fit the

whole (noisy) signal with the model, while the “sparseestimated modes of method CS2 (or equivalently the number
method CS2, with fewer parameters, intrinsically behawes @f iterations) is not constrained by the number of available

a denoising framework. samples. Even, we can estimate at more frequencies than the
actual number of modes. This is experimentally confirmed on
= % S iedSss fig. 9, with a remarkable stability for method CS2. Here, only
= zz 3 ! . Method gg;? computational issues prevent us from testing at higheand
T * . .
R 3T b ; e the cutoff frequency above which method CS2 starts to fail
g wof % i % i ; * 1 1 could not be observed here.
S sl 1
S 4 % E : ‘
a ) ) ) ) ) ) l ) T 25t
-10 _InfdB -15dB -10dB -5dB 0dB 5dB 10dB s % % % % %
Noise level [dB] B a0l % E
['4
. o IR SR ER SEARNE I
Fig. 7. Evaluation according to the level of the additionaise. On measured %’ 15 % g
RIRs. 7 O Method CS0 i
) ) ) ) _ ) €| Method Cs1 % 1
An interesting numerical experiment is the comparison of @ *_Method CS2

the methods according to the array configuration. In figure 8, Tomone sk O ot foquency (3] e o
we have numerically simulated and tested 6 different array

configurations with 125 microphones: 3 random arrays (wiffig. 9. Resuits for different cutoff frequencies. On meadUuRtRs.
a uniform distribution within the cube with side 2m), the
experimental array (which is approximately random, cf. Zig.

a spherical array with radius 1.24m (for which the volume is

- fe [Hz] H 250\ 275\ 300\ 325\ 350\ 375\ 400 ‘
8m? as the cube), and a regular array (where the receivers

are uniformly positioned within the cube with side 2m). Q 120 | 167 | 221 | 291 | 368 | 465 | 569
The noticeable result is that: as suggested by the RIP for Vs 120 ] 167 | 221 | 291 | 368 | 426 | 453
the Compressed Sensing framework, random arrays give best Na 144 | 200 | 265 | 349 | 442 | 558 | 683
results than regular arrays. For example, methods CSO ahd CS  F, [Hz] || 625 | 694 | 744 | 822 | 868 | 947 | 1008

totally fail for the spherical array. Moreover, the obséioa of
the results of the random arrays (rd1-3 and xp), shows arrathe TABLE Il

good reproductibility for any random configuration. Furthe PARAMETERS OF THE EXPERIMENT OF FIGO.

research should investigate arrays with higher performanc

with respect to their specific geometry.

As mentioned earlier, when the cutoff frequengy in- Finally, we have checked the robustness of the three me-
creases, the modal density strongly increases, and thsitypathods with respect to the geometry of the room, in particular
assumption becomes less and less valid. Indeed, the nughbexrhen the measured room gets further away from the “ideal”
of theoretical modes can be computed (cf. [12]), and tableémpty rectangular room, cf. fig. 10. The acoustics of the room
shows that it increases faster thAn As expected, results for have been significantly changed by opening the windows and
methods CSO and CS1 decrease wlfgincreases, cf. fig. 9. the door, and by placing a chair and a large wooden panel.
Note that stages (a) and (b) of sec. IlI-C, for CSO and CSWoreover, the used loudspeaker is directional and we have
cannot be led if the number of available sampléss smaller tested two different orientations. Experimental resudtsRIR
than the number of estimated mod&§. For this reason, interpolation show that the performance of the three method
we need to limit the numbeN, for high f. (cf. tab. Il for was not significantly affected by this change of geometry of
fo = 375Hz and400Hz). On the contrary, the numbé¥, of the room, or the orientation of the used loudspeaker.
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) d’Alembert - UPMC, for their precious help in the making of
o =r % % CI) % {) 1 the microphone array and in the acquisition of the RIRs.
g xf $ I o]
8.l ¥ ¥ £ £ APPENDIX
P4
$ 10t O Method Csoll In this section are given some details about the plane wave
T s * Method CS1 | approximation of section IlI-B. Let be
UE)’ ‘ ‘ ‘ iﬁ Meth?d CS2
(e-s) (e-nw) (0-s) (o-nw) A’LL + k2u = O7

Recording number
the Helmholtz equation of solutiom with wavenumbelt.

Fig. 10. Experimental tests of other room and loudspeakefigimations. Previous studies [5] have shown that, under some conditions
The index (e) meansmpty room and (0) means witbbstacles, which here

means opening the windows and the door, and placing a chaia ambden on the dom_am of interest, the following appro>_<|mat|on (25)
panel. The second index defines the direction of the loudsmeés) means Of the solutionu as sums of product of spherical harmonics

south, the baffled loudspeaker is oriented towards the miawoed array, Y., and spherical Bessel function’g, is well behaved.
and (nw) meansiorth-west, the baffled loudspeaker is oriented in an other

direction, at 138 from the array. On measured RIRs. L L
w(X) =Y > bemYem(0,9)e(kp) (25)
=0 m=—¢

VIl. CoNcLUsION in spherical coordinate$p, 8, ¢). These components can in

This paper shows that, at low frequencies, the sampling tofn be approximated by sums of plane waves, giving a plane
the full acoustic wavefield in a room is possible with a numbavave approximation of solutions to the Helmholtz equation:
of microphones significantly lower than would be required by R
Shannon-Nyquist sampling theorem. Justified by the modal u()‘(‘) ~ Zar oIk X (26)
theory, we have used the Compressed Sensing framework to —1
interpolate the Plenacoustic Function in a 3D-space dowfain
interest(.

The reduction in the number of measurements / micr

: ) e
phones allowed by Compressed Sensing can be mportanﬁnﬁhese approximations are valid not only in a ball for the

practical applications. However, it comes with a compotai . : .
. o .. spherical harmonics case, or in a box for the plane waves case
cost that can rapidly become prohibitive. The three algorg ) ) . . ;
but in any domain as long as it is star-convex (it is in patéicu

presented in this paper have been tuned so that they still can . .
run in reasonable time: the MATLAB analyses of section alid for all convex domains), and are mdeper.]dent on the
spent almost one hour on a workstation with a 6 core CPU %(%undary.(_:ondnmns at the border Of. the. domains. Thus the
3GHz and 24Gb of RAM. only condition qeeded to used_appr.OX|mat|ons (25) anq ®6) i
the star-convexity of the domain of interést(no assumptions

As shown in section VI, the two first algorithms (methods . .

. . e needed on the domain of propagation or on the sources).

CS0 and CS1) give good results in favorable cases, whereas ; : T
Consequently, first, this allows th&-order approximation

last one (method CS2) seems more robust in noisy conditions, . : .
and operates on a larger bandwidth. Furthermore, a detaiPeidthe modesp, of equation (6), second, this validates the

comparison of methods CSO0 and CS1 shows that CS1 is m3E servation of the 4D-FT spectrum of the PAF given in section

robust especially with respect to the distance to the cdnter €. Moreover, considering the above remarks, the evardsc
fig. 6). This observation justifies the use of cross-valmtati waves can be also approximated by (6) and the observation of

for the selection of the approximation ordgr(cf. sec. IlI-C). sec. II-C is also valid near the walls and the source.
In this work, the RIRs reconstruction is limited to the
lower frequencies of the spectrum: in this limited part of

the spectrum it operates on a time interval that covers thl T-Aldler, L. Sbaiz, and M. Vetterl, “The plenacoustiariction and its
hole d . f th | h sampling,”|EEE Transactions on Signal Processjngl. 54, no. 10, pp.
whole duration of the RIRs. A complementary approach can 3790-3804, October 2006.

similarly interpolate the early part of the RIRs over a widef2] C. Masterson, G. Kearney, and F. Boland, “Acoustic impulssponse

; ; ; interpolation for multichannel systems using dynamic time \vayp) in
frequ?ncy range_wnh the same mlcrpphone array, using a 35th Conference of the Audio Engineering Sociétyndon, England,
sparsity assumption of the early reerX|oDs (cf. [24]). February 2009.

Here, we consider a fixed source At, and a moving [3] Y. Haneda, Y. Kaneda, and N. Kitawaki, “Common-acoustjvale

; ; ; ; ; ; ; and residue model and its application to spatial interpaatand
receiver in a domairf2. Using the _I:eCIpI’OCIty properties, we extrapolation of a room transfer functionZEE Transactions on Speech

where the Wavevectoriéf are on the sphere of radiés Note
that this sampling should cover all the sphere, but does not
end on the particular field to be approximated.
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