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Abstract time in;ervals. As a result, the exis.ting' approaches can miss

) ) o a collision between two sampled time instances. Such cases
We present a fast algorithm for continuous collision detec-can arise frequently for fast moving avatars poking through
tion between a moving avatar and its surrounding virtual thin objects or virtual objects moving at a high speed. The
environment. We model the avatar as an articulated bodyposition and orientation of the avatar is typically measured
using line-skeletons with constant offsets and the virtual enxyt fixed time intervals using external tracking devices. It is
vironment as a collection of polygonized objects. Given thepossible that the avatar's arms or limbs have collided with
position and orientation of the avatar at discrete time steps,the virtual environment in-between time steps, as shown in
we use an arbitrary in-between motion to interpolate the Fig. 5. To overcome this limitation, we need collision detec-
path for each link between discrete instances. We boundion algorithms that model the avatar’'s motion as a continu-

the swept-space of each link using a swept volume (SV) angys path and check for interferences along the path. The sec-
compute a bounding volume hierarchy to cull away links ond limitation of existing algorithms is the high preprocess-
that are not in close proximity to the objects in the virtual jng cost, such as constructing bounding volume hierarchies
environment. We generate the SV's of the remaining linkssf complex objects. As we dynamically model the avatar’s

and use them to check for possible interferences and estimotion between successive instances, these techniques can-
mate the time of collision between the surface of the SV angot pe directly applied for real-time collision detection.

the objects in the virtual environment. Furthermore, we use
graphics hardware to perform collision queries on the dy-
namically generated swept surfaces. Our overall algorithm O
requires no precomputation and is applicable to general ar-
ticulated bodies. We have implemented the algorithm on
a 2.4 GHz Pentium IV PC with NVIDIA GeForce FX 5800
graphics card and applied it to an avatar witlé links, mov-

ing in a virtual environment composed of hundreds of thou-
sands of polygons. Our prototype system is able to detect all
contacts between the moving avatar and the environment in
10 — 30 milliseconds.

1 Introduction

Collision detection is a fundamental geometric problem that _ .
arises in virtual reality (VR), physically-based modeling, Figure 1. Skeletal representation of a human avatar
robotics, computer-aided design, etc. Fast and accurate coMain Results: We address the problem of continuously de-
lision detection is crucial for many VR applications where tecting collisions between a moving avatar and its surround-
the behavior of the avatars and objects in the virtual envi-ing virtual environment. In order to enable real-time contin-
ronment should mimic that in the real world. As we simu- uous collision detection for an avatar in virtual environment,
late avatar motion and behavior in a virtual environment, itwe model the avatar using a relatively simple model based
is important to check for potential interferences with the reston a line-based skeletal representation. More specifically,
of the environment. each body part (e.g. arm, limb) in the avatar is modeled by
The problem of interference detection has been extenusing a straight-line segment with some thickness or offset
sively studied in the literature. At a broad level, these radius, i.e., line swept sphere (LSS), and these line segments
algorithms can be categorized into specialized algorithmsare linked together to form an articulated body representing
for convex primitives and general techniques based on spathe avatar as shown in Fig. 1. The LSS is defined as the
tial partitioning or bounding volume hierarchies. However, volume created by sweeping a sphere along a line segment
there are two major limitations in using these algorithms for LGLMOO]. Even though our chosen model for an avatar is
simulating avatar motion in the virtual environments. First, simplistic, it is sufficiently effective for VR applications.
most of the algorithms check for interferences only at fixed Furthermore, we assume that the configurations (i.e., po-




sition and orientation) of the line segment are intermittently the boundaries are presented in [KVLMO03, RK00]. How-
available at discrete time steps and obtained by motion capever, they are not fast enough for interactive applications.
ture or tracking devices. Given the stream of data as a se- A few algorithms have been proposed to use SV’s for
guence of configurations, we interpolate the in-between patftollision detection. [KL90] applied a SV-based interference
for each link using ararbitrary in-between motion Thus,  detection to moving mechanical solids like gears, [Cam90]
at a given timet, we analytically represent the configuration suggested a collision detection algorithm using four dimen-
C;(t) of aline segment Given the continuous, interpolated sional SV in the time and space domain, [Xav97] extended
stream of motion sequences of a human avatar, the collisiothe GJK collision detection algorithm to handle a linear SV
detection problem reduces to checking whether the hierarproblem, and [FH94] also proposed a SV-based collision de-
chy of moving LSS’s collides with the underlying environ- tection. However, none of these approaches address real-
ment and reporting the first estimated time of collision. time collision detection for articulated bodies based on the
In order to check for collisions between a moving LSS SV.
and the environment, we compute a polygonal approxima-
tion of the swept volume (SV) of the LSS. We initially use 2.2 Collision Detection

the interpolated motion data stream as a swept trajectory ) . .
and check for collisions between the SV and the rest OfMost of the prior work on collision detection has focused

the environment. Since the SV is dynamically generated " checking for collisions at discrete time instances. Check
we use the graphics hardware to perform collision querie?ut [LMO3] for a recent survey. These include specialized
[GRLMO3]. These queries are computed at an image-spac@'gor'thms for convex polytopes that exploﬂ_coherence be-
resolution. To accelerate the computations, we also generafi/€€n successive time steps, general algorithms for polyg-
a dynamic bounding volume hierarchy (BVH) of the swept onal or splme models.that prgcompute a spatial partitioning
volumes based on interval arithmetic. It is used to cull away®" Pounding volume hierarchies. _

links that do not interfere with the environment. We have im- A few algorithms have been proposed for continuous col-
plemented the algorithm on24 GHz Pentium IV PC with lision detection (CCD). These approaches model the trajec-
NVIDIA GeForce FX 5800 Ultra graphics card and applied tory of the object between successive discrete time instances
it to an avatar model with6 links. The virtual environment ~ @nd check the path for collisions. More specifically, there
consists of hundreds of thousands of triangles and our algo@'€ four different approaches presented in the literature: al-
rithm is able to detect all contacts continuously between thed€Praic equation solving approach [RKC00, Can86, KR03],
moving avatar and the environment in 10-30 milliseconds,SWept volume (SV) approach [AMBJOZ], adaptive bisec-
as shown in Fig. 6 (color plate). Our algorithm is perhapst'on approach [RKC02, SSL02], and kmeuq data structures
the first real-time continuous collision detection method for (KDS) approach [ABG 00, KSS00]. In practice, especially
articulated avatars in virtual environments. for 3D real time applications, the adaptive bisection ap-

o ] ] ] proach has been shown to be useful.
Organization: In Sec. 2, we briefly review the earlier

work on SV computation, collision detection and graphics 2 3 Graphics Hardware-based Geometric
hardvyare-based geometric computations. Sec. 3 gives an Computations
overview of our approach. In Sec. 4, we present our motion
formulation for interpolating any two successive sets of links Interpolation-based graphics hardware is increasingly being
positions and orientations of the moving articulated figure,used for geometric applications [Man02]. This is mainly
and Sec. 5 describes our algorithm to construct a BVH andiue to the recent advances in the performance of the graph-
perform culling using interval arithmetic. Sec. 6 presentsics processors as well as support for programmability. They
our approximation algorithm to compute the SV of LSS, and have been used for visibility and shadow computations, CSG
Sec. 7 describes the graphics hardware-based collision deendering, proximity queries including collision detection,
tection algorithm. In Sec. 8, we describe its implementationmorphing, object reconstruction, etc. A recent survey on
and highlight its performance on a complex virtual scene. different applications is given in [Har03, TPKO1]. These
include different algorithms for collision detection between
2  Previous Work closed objects [HZLMO01, RMS92] as well as a recent al-
gorithm for general and deformable objects that utilizes the
In this section, we give a brief survey of the earlier work visibility queries [GRLMO03]. All of these algorithms per-
related to SV computation, continuous collision detection,form computations in the image space and their accuracy is
and geometric computations using graphics hardware. governed by the underlying pixel resolution.
2.1 Swept Volume Computation
SV has been widely investigated in various disciplines such3  Qyerview
as geometric modeling, computer graphics, computational
geometry, and robotics. In this section, we give an overview of our approach to per-
The mathematical formulation of the SV problem has form collision detection between a moving avatar and the
been studied using the singularity theory, sweep differen-virtual environment. We initially describe the mathemat-
tial equation, Minkowski sums, envelope theory, implicit ical formulation of performing continuous collision detec-
modeling and kinematics. A survey of these formulationstion using SV’s and present our pipeline that proceeds in
is given in [AMBJO02]. Algorithms to compute and visualize five stages.



3.1 Swept Volume-based Collision Detection 3.2 Our Approach

Our goal is to check collisions between moving articulated The main challenge is to compute the offset surface of a
human figures and its surrounding environment. We use auled surface and quickly check whether the offset surface
simple model of the avatar for collision detection and for- intersects with other objects. However, it is hard to compute
mulate each joint in the articulated figure as LSS (as showrthe exact offset surface and check for interferences. This is

in Fig. 1). As a result, the collision detection problem re- due to the following reasons:

duces to checking for collision between each moving LSS

and the environment. We pose this problem as a swept vol- ® Itis challenging and still an open problem to compute

ume (SV) problem; i.e. generate the SV of each moving LSS

and check the SV for interference with the environment.
The SV is the volume created by sweeping a solid (or

surfaces) in space along some continuous trajectory. Math-

ematically, the sweep equation of an objdct,under rigid
motions @ (¢) and R(t)) can be expressed as the following
equation:

T(t) = ¥(t) + R(H)T 1)

Here, ¥ (¢) and R(t) are translation and rotation matrices,
respectively, at time during the sweep. Notice that, since
we are dealing with articulated bodies, the transformation
matrices,¥ (¢) and R(t), may contain general, non-rational
functions such as a high order of trigopnometric functions.
Finally, the SV is defined as follows:
SV(F) = {UT(t)[te0,1]}, )
where we assume that the time parametes normalized
to a unit time interval. In our formulation, the generafor

is LSS. Notice that the medial axis of LSS corresponds to a

line segment, and conversely, the offset surface of the lin
segment reconstructs the LSS. Therefore, the SV of LSS i

equivalent to the offset surface of the swept surface of the lide with th . X
medial line segment. In general, the swept surface of a ling-0'1d€ Wi € environment.

segment creates a ruled surface [PWO01].
A ruled surfacex(t, s) has the following form:
x(t,s) = b(t) + s6(t) (3)

Here,b(t) is a directrix and)(¢) is the direction of a ruling

line. In the case of sweeping a line segment, the directrix
curve is computed by the endpoints of the line segment at

time ¢, and the direction of a ruling line by the direction
of the line segment at. Therefore, given rigid motions,

we can easily determine the SV (i.e., ruled surfaces) of line

segments.

The definition of the offset surface,(¢,s) of a given
ruled surfacex(t, s) with offset distancel is expressed as
follows:

x4(t,s) = x(t,s) £dn(t,s), 4)

wheren(t, s) is the unit normal vector field defined on the
surface ofr(t, s), andx(t, s) is assumed to be regular; i.e.,
eachn(t, s) is uniquely defined.

We assume that LSS with radiusfollows the sweep
equation given in Eqg. 1, and its medial axis at titris thus
parameterized as(t, s). Then, the SV of the LSS follow-
ing Eq. 1isz,(t, s) in Eq. 4. Mathematically speaking, our
goal is to check intersections af;(t, s) with other objects
in the environment.

the exact offset surface where the progenitor surface in-
cludes non-rational functions. Even when the progen-
itor can be described using regular NURBS, the off-
set surface can have self-intersections and singularities
[Hof89]. As a result, computing an explicit representa-
tion of the offset surface is non-trivial.

e The problem of performing exact collision detection
between high order or non-linear surfaces is considered
hard in practice [LMO03]. The underlying algorithms
suffer from robustness and accuracy problems.

e The VR application demand interactive performance,
i.e. 30 Hz or higher update rate. It is a major challenge
to perform exact collision detection between curved
primitives at such rates.

In order to meet the above challenges, we present an ap-

proximate but fast solution to the problem. The main idea
is to approximate the SV of LSS and use the graphics pro-
essors to perform the collision queries. To accelerate this
drocess, we also build a dynamic BVH based on interval
grithmetic. We apply it to the motion of each link in the

rticulated figure, and prune away some links that do not

Moreover, we simplify the
otion trajectory by using an arbitrary in-between motion,

and this reduces the computation time for both approximat-
ing the offset surface and the BVH construction. Our overall
algorithm uses a five-stage pipeline (shown in Fig. 2):

1. Given two successive available configurations of the
avatar, we determine an interpolating path from the ini-
tial to the final configuration.

2. For each link in the articulated model, we use interval
arithmetic to compute an enclosing bounding box, and
recursively construct a dynamic BVH around the entire
avatar.

3. Based on the BVH, we use conservative tests to cull
away some of the links that do not collide with objects
in the environment.

4. For the remaining links, we compute a polygonal ap-
proximation of their SV by tessellating the offset sur-
face.

5. We use graphics hardware to check whether the ap-
proximate SV collides with objects in the environment.
These queries are performed at an image-space reso-
lution. Our algorithm also estimates the time for each
collision.



Collision Checking
and TOC Estimation

Motion interpolation BVH Construction BVH Culling SV Generation

Figure 2. The overall pipeline of our collision detection algorithm. Different stages are performed on
the CPU and the graphics processor.

4 Motion Formulation

In this section, we describe the motion formulation used

to compute a continuous path for each LSS between dis-
crete time instances. In particular, we useaabitrary in-
between motiono interpolate successive configurations of

the avatar [RKC00, RKC02]. As is the case in many ap- a .
plications, the actual motion of the avatar is not known and ) .
we are only given its positions and orientations at discrete /

time instances. This is mainly due to the fact that the track- = 4

ing device can only sample the position and orientation at

discrete time steps. Moreover, the avatar is simulated as ¢

virtual object. It is modeled as part of a constraint-based p c v

multibody dynamics simulation system. In most cases, the
differential equations governing the system’s dynamics are o o
solved using discretized techniques (e.g. Euler or Runge- Figure 3. a. Linki is moving in the reference frame of

Kutta methods). As a result, we do not have a closed-form its parent. The initial and final positions are outlined.
expression of avatar's motion. b. Offset of the rule surface. c. Pipe surfaces.

Given these constraints, vegbitrarily choose a motion
formulation to interpolate between different avatar config-
urations. The goal is to use a formulation that is general T b
enough to interpolate between any two successive configut-Wo endpointdL? andL;:
rations and preserves the rigidity of the lifkget is simple
enough to allow us to perform the various steps of our colli- Lo —
sion detection algorithm. Note that the arbitrary in-between ¢
motion used to detect collisions is also used to compute a po-
sition the object at the time of collision. This ensures that all , . . .
the objects in the scene are maintained in a consistent staf/ Let's now describe the motion G¥; relatively toP;_;.

o~
<3

i
and L:=1] 0 (5)
0

o o

and there are no inter-penetrations. Next, we give details o e use the 3-dimensional vecierand thes x 3 matrixR;

the specific arbitrary in-between motion used to compute th o denote '_[he_posmon af‘d orlentatlomaf relatlvg toP;_1
at the beginning of the time intervl, 1], respectively. We

path between successive instances. . i .
. . .. assume that the motion &% relatively toP;_; is composed
We assume that there is no loop in the graph describingy 5 rotation of angles; around an axis;, and of a transla-

the artiqulated figure. Consequently, eac'h link hasigue  ion s;. The parameters;, R;, u; ands; are constants for
parent link, except for the root node which has no parent.5 given time step and are expresse®jn;. Moreover, we

On the opposite, any link can have any number of children ;g me thap, moves with constant translation and rotation
as long as there is no loop induced. We first begin by eX- g|qcities.

pressing the motion of each link in the reference frame of .o position ofP, relatively toP;_; for a given timet in
its unique parent. The motion of the root node is similarly [0,1] i thus: ! -

expressed in the global frame. For the sake of simplicity of" "’ '
notation, we assume that the index of lir&kparent isi — 1.
This can be easily modified when a parent has multiple chil-
dren per link. Figure 3.(a) illustrates our notation for a link
1 moving within the reference frame of its parent.

T ' (t) = c; + sy, (6)

Let u; denote they x 3 matrix such as1’x = u; x x
for every three-dimensional vecter If u; = (u?, u?, u?)7,

79

then:
For a given node, let P; denote the reference frame as- 0 —uF oY
sociated with it. We assume that, in its local reference frame, ut = u? 0 —ur @)
the line segment is positioned along th@xis between the ! _11’ u® 0’

1we assume that the links are not deformed during the interpolation, asThe orientation of; relative toP;—, is given as :
is the case for linear interpolation between the endpoints’ initial and final 1
positions. P;7"(t) = cos(w;t).A; + sin(w;t).B; + C;,  (8)



whereA;, B; andC; are3 x 3 constant matrices which can By applying this interval matrix to both.¢ andL?, we

be computed at the beginning of the time step: obtain two3-dimensional interval vectors that bound the co-
ordinates of the endpoints of the links over the time interval

A; =R; —u;.u] R, [0, 1]. In other words, we obtain two AABB's that bound the
B; = u}.R; (9) endpoints’ trajectories over the time interval. By using the

convexity argument, it can be seen that the AABB that en-
closes these two boxes bounds the entire link over the time
interval. Next we enlarge the box by an offset equal to the ra-
dius of the corresponding LSS to make sure that the AABB

bounds the LSS and its whole trajectory. Given the AABB’s
i Pl TN around the leaf-nodes, we compute the BVH in a bottom-up

M;™ (1) = < 0,0,0) 1 ) (10)  manner around the entire avatar. After computing the BVH,

o we recursively check for overlaps with the environment and

resulting coordinates in the reference frame of the parentull away a subset of the links that do not collide with the

link P;_;. Consequently the matrix: virtual environment.

T
Ci = u;.u; Rl

Consequently, the motion d®; relatively to P;_; is de-
scribed by the followingt x 4 homogeneous matrix:

0 0 1 i—1 .
Mi(8) = Mi()-My(6)-- M (1) () 6 Swept Volume Generation
In the previous section, we described an algorithm to cull
away some of the links that do not collide with the environ-
ment. In this section, we present an algorithm to compute
the SV of the LSS for the remaining links. We compute a
polygonal approximation of the SV and use it for collision
detection with the environment.

describes the motion of linkin the world frame.

Note that our formulation makes it extremely simple to
compute all the motion parametess u; andw; for a given
timestep. For a given link assume that! andc; (resp.RY
andR}) are the initial and final positions (resp orientations)
of P; relatively toP;_;. Thens; = ¢} — c?, and(u;, w;) is
the rotation extracted from the rotation math% RY)T

5 BVHG : d Culi 6.1 Swept Volume of Line Swept Sphere
eneration an utling It is well known that the envelope (or swept volume) of a

Given the motion formulation between successive links, themoving cylinder following continuous trajectory is equiv-
next step in the collision detection algorithm is to compute alent to the offset surface of a ruled surface. Moreover, the
a BVH around the avatar. In this section, we describe theaxis and radius of the moving cylinder correspond to the rul-
dynamic BVH computation algorithm and use it to cull away ing line and offset radius of the ruled surface, respectively.
some of the links that do not collide with the environment. As a result, we can calculate the SV of a moving cylinder
Each bounding volume (BV) in the BVH corresponds with radiusd by computing the offset surface of a ruled sur-
to an axis-aligned bounding box (AABB). We compute an face with the offset distanaé
AABB for each link that encloses its complete trajectory  The mathematical formulation of an offset surface is
over the time step. These leaf-boxes are then used to effigiven in Eq. 4. Also notice that, in Eq. 4,(u,v) is de-
ciently compute a complete hierarchy of AABB’s used to fined as a two-sided offset surface suited for our application.
quickly cull away links which are far from the environment. It is possible thate(u,v) may contain non-regular points.
The leaf-boxes are computed usiimgerval arithmetic ~ Some of the conventional techniques to handle such cases is
[Moo79]. We only use closed intervals. For operations into boundn(u,v) with a spherical polygon [PWO01].
IR", the interval computations are performed for each coor- We extend the relationship between the offset of a ruled
dinate. Note that an interval vectorIR" is an AABB. Con-  surface and the SV of a cylinder by computing the SV of
sequently, using interval arithmetic to bound the functionsLSS. This is obtained by independently computing the SV
describing the trajectories of the links produces AABB’s that of the cap portion of LSS and computing the union with the
enclose these trajectories. To bound the trajectory, we pefremaining portion of LSS (i.e., SV of LSS). The SV gener-
form elementary interval arithmetic operations [Moo79] re- ated by the caps of LSS is@pe surface As a matter of
cursively on their expressions. We begin by bounding thefact, the pipe surface is a special case ofinal surface A
sine and cosine functions from equation (8) over the time in-canal surface is generated by sweeping a sphere of varying
terval[0, 1]. Using elementary interval operatlons we bound radii along some continuous trajectory. A pipe surface is a
each component of the orientation matrid@5 ' (t) over  special case of the canal surface where the radius is fixed.
the entire time interval0, 1]. Similarly, we use elemen- The parametric equation of a pipe surface can be given as
tary interval operations to bound the translation componentsollows [KLO3]:

Ti Y1),
Eventually, we obtaint x 4 homogeneous interval ma- K(t,0) = C(t) + R(cos by (t) +sinbba(t))  (12)
trices M.~ whose interval components bound the corre- C'(t) x C"(t)
sponding components &:~' over the time intervalo, 1]. by (t) = 170 < )]
These interval matrices are concatenated by again perform- O % b
ing elementary interval operations to compute the interval bo(t) = (t) x ba(t)
versionM? of the matrixVI?. 1C7(t) x ba(t)]]



Once we have computed the offset of ruled surface and pipalgorithm to compute a polygonal approximation of the SV

surface, we compute the SV of LSS by taking the union ofof each LSS in the previous section. Given the polygonal
them. In the next section, we explain how to approximateapproximation, we use the graphics processor to check for
the offset of the ruled surface and pipe surface. collisions with the environment.

6.2 Tessellation of Swept Volume 7.1 Graphics Hardware-based Computation

Our goal is to approximate the offset and pipe surfaces withThe real-time constraints for collision detection imply that
piecewise planar surface patches. More specifically, weall the computations need to be performed on the fly. As
want to tessellate these surfaces and analyze the maximu# result, we are unable to use earlier techniques that pre-
deviation error from the exact surfaces. compute hierarchies to speed up the runtime queries. In-
The earlier algorithms for approximating an offset sur- stead, we choose the CULLIDE algorithm [GRLMO3] that
face assume that the underlying progenitor surface is a freeuses graphics hardware to perform interactive collision de-
form surface such asé&ier or NURBS surface. Under this tection. The basic idea of CULLIDE is to pose the colli-
assumption, there are three typical approaches to approx§ion detection problem in terms of performing a sequence
imate an offset surface [ELK97]; control polygon-based, of visibility queries. If an object is classified as fully-visible
interpolation-based and circle approximation approach. Inwith respect to the rest of the environment, it is a sufficient
particular, the interpolation-based approach is based on dicondition that the object does not overlap with the envi-
rectly sampling the positions and derivatives of the exact off-ronment. For those objects that are classified as partially
set surface and attempts to optimize the approximated offsetisible, the algorithm performs exact triangle-level intersec-
surfaces [Far86, Hos88, Kla83]. We adopt this technique intion tests. CULLIDE performs the visibility queries using
our application because of its simplicity and therefore, it is the graphics processors and the exact triangle-level intersec-
better suited for interactive applications. In particular, we tion tests on the CPUs. In particular, we uses the NVIDIA
uniformly sample the offset of the ruled surface inthand ~ OpenGL extension GINV _occlusionquery[GL-02] to per-
v parameter domain, as given in Eq. 4, and cre#tips of ~ form the visibility queries. This query is available on the
trianglesby varying one of the parameters while fixing the commodity graphics processors.
other one. The tessellation of a pipe surface is performed The main benefits of this approach include:
using a similar approach. Given the formulation in Eq. 12,

we uniformly sample the pipe surface along thend( pa- e The algorithm does not require any preprocessing and

handle dynamically generated polygonal objects ob-

rameters. tained from the tessellation of the SV.

6.3 Tessellation Error Bounds e The algorithm computes all overlapping objects and tri-
The deviation error of an approximated offset surface is cal- ~ @ngles up to screen-space precision and does not report
culated by computingz(u, v) — z(u, v)|| — d or squared any false-negatives.

distance|zq(u, v) — z(u,v)||* — d* [ELK97]. The error  \ye apply CULLIDE separately to the tessellated SV for
is relatively easy to compute when the progenitor surface issach Jink that potentially overlaps with the environment.
represented asé&ier or NURBS surface. However, when

the progenitor surface in our case is a non-rational surfac&.2 Estimating the time of collision
described using trigonometric function. As a result, error L
In many VR applications we need to know more than

calculation becomes non-trivial. We used iterative numer- . T . )

. . . —whether an avatar is colliding with the environment. In par-
ical techniques like the Newton-Raphson method to derive,. L . o
the error bound ticular, it is important to know the time and position when

. . the first collision occurs. The simulation uses this informa-
Another possibility to compute an error bound is to ana- . ; T X h
lyze the screen space error when the approximated surface tlson to compute an appropriate response. To estimate the
i ) ! SUMACE e of collision, we present an extension to the CULLIDE
projected onto the screen space [KM95]. This prOJeCt'O.n.'Salgorithm Specifically we estimate the time of collision
performed as part of the graphics hardware based collisio - )
. : . gTOC) in two steps:
detection algorithm. In this case, we need bounds on th ) :
derivatives of the projected surface function. These bounds ® We first estimate the upper bound on TOC from the

are computed by applying interval arithmetic techniques to ~ ime-parameterized SV.

the derivatives. e We refine the upper bound by backtracking.
When we tessellate the surface of SV (as explained in Sec.
7 Collision Detection 6.2), we group the triangles that have the same time param-

eter, and consider each group as an input unit (e.g. triangle

In this section, we describe the final stage of our algorithmstrip) used by CULLIDE. Next, CULLIDE computes which
that performs the collision queries using the graphics hard-group is the first group (in terms of the time parameter) that
ware. We also estimate the time of collision. is colliding with the environment. The time value associated

There are two main challenges in performing collision with that group gives an upper bound to the TOC. Note that
detection using the SV. These include computing an accuthis upper bound does not usually match the actual TOC as
rate, explicit representation of the SV and checking it for the SV surface approximates only the envelope of a moving
interference with the environment. We have described arLSS, not the internal region as illustrated in Fig. 4.



Intersection g Table 1 shows an average computation time required for
Hackirack different steps within this environment. It highlights the
re N time for different stages of the algorithm. That includes
So LT:,GC Sy ¢ updating the position of the avatar, computing its motion
== Sweep B parameters from two successive configurations, and deter-
_—

(@) (b) mining the swept AABB’s which bound the entire trajecto-

ries of the links using interval arithmetic. We obtain con-
siderable speed-up by using a dynamically generated BVH
of AABB'’s. The cost of generating the BVH and perform-
ing culling with it is much smaller as compared to swept
surface computation and collision detection using graphics
hardware. A detailed analysis of the performance of CUL-
LIDE algorithm is given in [GRLMO3].

Figure 4. Estimating the time of collision. (a) shows
2D cross sections of moving LSS (red object) and its
SV as well as environment (blue object). The LSS is
swept from the initial §,) position to the final posi-
tion (S1), and the collision detection routine will re-
port the first time of collision of the SV against the
environment atSy,,.,.. However, the internal region

of the LSS aby,. already penetrated the environ-

ment earlier, andSy,., . is used as an initial position ﬁ:)esri)tion Undaie Avelrgg(z cost
of backtracking to find a correct, first time of collision. Vot P : RET 20”
(b) shows the result of the backtracking from the posi- otion paran?e €rs upaate s
tion at.Sy,,.. to Sy, where the first time of collision is Swept AABB's update (alllinks) ~ 50us
correctly found. AABB culImg. (all I|nks) 20 pus
SV computation (one link) 300 us
Interference detection (one link 600 us
Given an upper bound to the TOC, s&yoc, we re- Backtracking step (one link) 5005
fine UTOC by bathI’aCking the pOSition of LSS in time until Rendering the scene 10 ms

there is no collision between the LSS and environment. The

unit for backtracking the time is set to the same value as the Table 1. Average performance of the various steps of

one used for tessellating the SV. We also use CULLIDE to  our algorithm for al16-link avatar moving in the vir-

check for interference each time the LSS is backtracked. tual environment composed of hundreds of thousands
of polygons

8 Implementatlon and Results There is an additional benefit of a continuous collision

We have implemented our collision detection algorithm on getedcltio?] fram_evt\)/lorlf in a cliint-se.rver kr)nodel. It (;aﬂ easgy
a2.4 GHz Pentium IV PC with NVIDIA GeForce Fxgoo ~ handie the variable latency that arises because of the under-

Ultra graphics card. We have applied it to an avatar with Iying.application or netvy(_)rking delays.. For example, it 'is
links, moving in a virtual environment composed of several possible that some positional data arrives late at the client

hundreds of thousands of triangles. Our method is able t?€cause of high latency and is therefore discarded. In such

detect all collisions between the moving avatar and the enviS2S€S. the continuous collision detection algorithm ensures
ronment in10 — 30 milliseconds, resulting in a refresh rate that the received configurations have been interpolated. This

of 30 — 100 frames per second. The collision queries are results into a consistent state of the simulation with no inter-

performed at an image-space resolution@f4 x 768. penetration between the objects at any time.
Our benchmark includes a client-server based applica- . L
tion. The server updates the avatar’s position every 10 mi-9  Conclusions and Limitations
liseconds. The collision detection module is included as part i
of the client that requests new configurations when desired!" this paper, we have presented a novel algorithm for con-
Figure 6 shows our test environment along with some of thetinuous collision detection between a moving avatar and the

avatar trajectories and interactions. The top row shows thé_/irtual environ_ment._ Given discrete_ positions of the avatar,
avatar visiting a room in the house model. In the middle im- 't US€S an arbitrary in-between motion to compute an inter-

age, the lower right arm of the avatar collides with a musicPelated path between the instances, dynamically compute
stand. The bottom row shows the avatar in the other room@ BVH around the links of the avatar, generates the SV of

which collides with a sofa shown in the last image. each potentially colliding link, and finally uses the graphics
The sequence in Fig. 5 highlights the benefit of our Con_hardware to check for collisions with the environment. We

tinuous collision detection method over traditional discretehave applied th_e algorlth_m to an avatar moving in a moder-
methods. The left image shows two successive configuragtely complex virtual environment composed of hundreds of

tions of the avatar revealing a fast arm motion. The middIthous“’des of polygons. Our initial results are quite promis-

image shows the SV following an arbitrary in-between mo- ing and the qlgorithm is able t.o comp.ut.e all t.he. contacts, as
tion specified in Section 4. A collision is detected during thewel! as the time of first possible collision withitD — 30
interpolation at timé/roc. The right image shows that the milliseconds. . . .
backtracking step allows to stop the avatar and to determine, QU @pproach presented in this paper has some limita-
atime interval0, t.], t. < Uroc, over which there exists a  1ONS- These include:

collision-free path for all its links. e We use a relatively simple model for each link of the



avatar using LSS. Furthermore, we assume that eacimofsg
link undergoes rigid motion.

e Our algorithm assumes that there are no loops in thgHosgs]
articulated model.

e Our overall collision detection algorithm is approxi-

[HZLMO1]

mate. The two main sources of errors are the tessel-

lation error that arises during polygonization of the SV

[KL9O]

as well as the image-space resolution used to perform
visibility queries. A technique to overcome the image-
space resolution errors has been described in [GLMO04]kLo3]

There are many avenues for future work. We would like [Kla83]
to work on each of these limitations to improve the perfor-
mance and applicability of our algorithm. We would like to [Km9s]
apply it to more complex virtual environments and interface
with virtual locomotion techniques (e.g. Gaiter [Tem98]) for [KRo3]
training and other applications. Currently we are investigat-
ing a more exact method to perform continuous collision de-

tections for articulated, general polygonal models for appli-

[KSS00]

cations with no stringent real-time performance constraints

[RKLMO3].
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Figure 5. Benefits of our continuous collision detection algorithm over discrete methods. The left image shows two
successive configurations of the avatar revealing a fast arm motion. No collision is detected at these discrete time
steps. The middle image shows the interpolating path used to detect a collision between these two configurations. The
right image shows the backtracking step used to compute the time of collision and the avatar position at that time. It
highlights the time interval over which there is no collision with the virtual environment.

Figure 6. The benchmark environment and the avatar model used to test the performance of our algorithm. Top row:
the avatar visiting the music room. In the middle image, its lower right arm collides the music stand. Lower row: the
avatar in the living-room colliding with the sofa in the rightmost image.



