N

N
N

HAL

open science

Enumeration in Closure Spaces with Applications to
Algebra

Emmanuel Jeandel

» To cite this version:

Emmanuel Jeandel. Enumeration in Closure Spaces with Applications to Algebra. 2015.

01146744v2

HAL Id: hal-01146744
https://inria.hal.science/hal-01146744v2

Preprint submitted on 29 May 2015 (v2), last revised 4 Aug 2017 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

hal-


https://inria.hal.science/hal-01146744v2
https://hal.archives-ouvertes.fr

Enumeration in Closure Spaces with Applications
to Algebra

Emmanuel Jeandel

29th May 2015

Abstract

We show how the concept of enumeration reducibility from comput-
ability theory may be applied to obtain computability conditions on de-
scriptions of substructures of algebras, more prominently on the language
of forbidden words of a subshift, and on the word problem for finitely gen-
erated groups. Many of the results here are already known for recursively
presented groups and effectively closed subshifts, but using enumeration
reducibility we are able to generalize them to arbitrary objects. The proof
is based on a topological framework similar to universal algebra, and gen-
eralizes in particular work by Kuznetsov and others.

There exist finitely presented groups with an uncomputable word problem
[ , , ]. However finitely presented simple groups have a
computable word problem | ]

Some subshifts of finite type have an uncomputable language [ ]. How-
ever minimal subshifts of finite type have a computable language | , .

There is a pattern here. In fact, this pattern was already observed by Kuznet-
sov | ]: in the vocabulary of Maltsev | , Theorem 4.2.2]), every simple
finitely presented algebra is constructive.

The goal of this paper is to reprove this statement using the vocabulary
of topology rather than algebras. We will in particular be more general and
drop the requirement that the algebra is finitely presented, or even recursively
presented. We wil prove for example that, for a (finitely generated) simple
group, the complement of the word problem is enumeration reducible to the
word problem. This implies the previous result: a finitely presented group has a
recursively enumerable word problem, thus the complement of the word problem
of a simple f.p. group, being enumeration reducible to a recursively enumerable
set, is recursively enumerable, and thus the word problem is recursive.

This article uses two key concepts: the notion of a closure space | ]
(more precisely of a Tarski space) and the notion of enumeration reducibility
[FR59, Ocli99)].

Roughly speaking, a set A is enumeration reducible to a set B, if an enumer-
ation of A can be obtained from any enumeration of B. We will see that this
concept is of great interest in algebra for objects given by presentations, like



groups. We know for example that for every enumeration degree d, there exists
a finitely generated group for which the word problem has enumeration degree
d (the reduction is actually stronger, Dobritsa [ , Theorem 2.4], see also
[ ]) or that enumeration reducibility characterizes when a group G can be
embedded into a group that is finitely presentend over a group H (C.F. Miller,
see | , Chapter 6]). This notion has also been used in a more general con-
text by Belegradek [ ], and our first easy propositions about presentations
are reflected in this article.

We note in passing that various other reductions have been used in con-
junction with algebraic objects, in particular quasi-reducibility [ ] and
Ziegler-reducibility | ]. However many of our theorems have converses (see
in particular Theorem 5) which suggest enumeration-reducibility is indeed the
right notion in our context.

The set of all substructures of a given structure can be seen as a closure
space, i.e. a space equipped with a closure operator C' satisfying some natural
properties. As we are more interested in algebra than in topology, we will use
a vocabulary coming from algebra, and call this space a quasivariety V, by
similarity with the corresponding notion from universal algebra. This notion is
introduced in the first section.

In the case of finitely generated groups, this space is known as the space
of marked groups [ ]. For groups, the points of the quasivariety V are
(marked) groups, seen as normal subgroups of the free group. For shift spaces,
the points of the quasivariety V correspond to subshifts, seen as factorial ex-
tensible languages of finite words.

A presentation of a point X is any set R so that X is the smallest point of V'
that contains R. The map from R to X is precisely the closure operator of the
closure space. The next section introduces this concept and show computability
relations between R and X.

The next three sections introduce various way of limiting the power of a point
X in a quasivariety, and the consequence in terms of computability. The first one
correspond to the concept of simple group, or minimal subshifts, and is coined
“maximal points”. The next concept is borrowed from group theory | ]
and provides a complete characterization of which objects are computable.

It is quite clear from the previous paragraphs that groups and subshifts are
central examples of the theory. They will be running examples in all sections
below. A third example from commutative algebra is also given, but less de-
veloped.



1 Definitions

Let I be a computable countable set, that we identify with the set of integers.
In applications, I will be the set of words over a given finite alphabet, or the
set of words in a free group.
In this article, we will always identify a subset X C I and a point = € {0, 1}/,
We are interested in subsets X C I that can be defined by some Horn
formulas , i.e. by axioms of the type:

ace XANbeXAN. . NeceX — z€X

In the vocabulary of Higman, these are called identical implications.
In what follows, we will be given such a collection of formulas, and we will
look at the set of all X that satisfies such a collection.

Definition 1.1. Let S be a recursive enumeration of finite sequences of elements
of I.
A word x € {0,1}! satisfies S if for all (no,n1,...nx) € S,

Tpy =1ATp, =1A .2y, =1 = zp, =1

Equivalently, a set X C I satisfies S if for all (ng,n1,...nx) €S

nmeXAn e XAnpe€X = nge X

The quasivariety V' defined by S is the set of all words x (or all subsets
X C 1) that satisfy S.

The fact that the sequence S can be recursively enumerated is not mandat-
ory, but happens in all interesting examples. This assumption can be dropped in
almost all theorems, to obtain relativized versions of the theorems, by replacing
all statements of the form X <., Y by X <, Y & S.

Example 1.1. Let ¥ be a finite alphabet. A subsetY of ©% is called a subshift
/ ] if it is topologically closed and invariant under translation. Y is entirely

characterized by the set X of all finite words that do not appear in any word of
Y.

In this way, the set of all subshifts over ¥ is a quasivariety: A set X of words
over 3 is (the forbidden language of) a subshift if it is extensible and factorial,
that is:

e For any letter a, if w € X then aw € X
o For any letter a, if w € X then wa € X
o [fwa € X for all letters a, then w € X.

o [faw € X for all letters a, then w € X.



The quasivariety V of subshifts contains two particular points: the point
X = () (which corresponds to the subshift Y = %) and the point X = ¥*
(which corresponds to the subshift Y =)

Example 1.2. Let n be an integer. The set of all groups with n generators
may be seen as a quasivariety. Indeed, such a group G can be seen (up to
isomorphism) as a quotient of the free group F,, or equivalently as a normal
subgroup R of F,, (the subgroup R corresponds to the word problem of G, i.e.
all combinations of generators of G that are equal to the identity).

Indeed, a set X CF,, is a normal subgroup of F,, (i.e. codes a group) if:

o If (nothing) then 1 € X

e Ifgc X thengte X

e [fge X,he X thenghe X

e For any h, if g € X then hgh™' € X

For example, for Z? = {a,blab = ba}, we have a & X, b & X but aba='b~' € X,
aaba='b"ta™! € X, and more generally, X is evactly the set of words of the
free group for which the number of occurences of a is equal to the number of
occurences of a~1, and the same for b and b~ 1.

The quasivariety V' of groups contains two particular points: the point X =
{1} (which corresponds to the group G = F,) and the point X = F,, (which
corresponds to the one-element group).

This particular quasivariety is usually called the space of marked groups,
see Grigorchuck [ /.

Example 1.3. The set of all ideals of Q[t] is a quasivariety (once some recursive
coding of Q[t] into I is given)
Indeed, a set X C Qlt] s an ideal if

o If (nothing) then 0 € X

e [fa,be X thena+be X

o [fae X then —a e X

e Forall f, ifa € X then fae X

The same can be done for any commutative Ting as long as it is computable
m some sense.

It is easy to see from the definitions that V' can be given the structure of
a topological space, by inheriting the natural (product/Tychonoff) topology on
{0,1}. As S is chosen to be computably enumerated, V is what is called a TI9
set in computability theory [ , ]

It has also the structure of a complete semi-lattice, as evidenced by the
following easy facts:



Fact 1.2. Let V be a quasivariety. Any intersection of elements of V is again
m V' In particular:

o V contains a minimal element, the intersection of all elements of V
o V contains a maximal element, the set I itself.
o For any setY C I there exists a smallest element X of V' that contains Y .

Note that a complete semi-lattice is also a complete lattice, where we define
the meet of X and Y to be the smallest element of V' that contains X UY.
This is a characterization in the following sense:

Theorem 1. A 119 class S C {0,1}! is a quasivariety iff it contains I and is
closed under (finite) intersections.

We defer the proof of this theorem to the appendix, to not deviate from the
narrative. Note however that this characterization does not mean that what we
are investigating here are II complete lattices. What is interesting is not V in
itself, but how V behaves as a subset of {0, 1}.

Let C be the map from {0,1}! to V that sends a set R to the smallest set
of V' containing R. C' is a closure operator in the sense that:

e RCC(R)
e C(C(R)) = C(R)
e ACB = C(A) C C(B)

This means V' (or more precisely (I,V)) is a closure space, or a closure system
[ ]. Tt is actually a Tarski space | , |', as it is a finitarily closure
space (z € C(R) < z € C(S) for some finite S C R) and I is countable. The
function C' is called a consequence operator in the context of Tarski spaces. So
what we are studying here are precisely computability properties of IT{-Tarski
spaces. In these spaces, the map C' is usually not computable, but as we will
see in the next section, it is given by a enumeration operator.

This is the last time we mention the notion of closure space, and we will use
vocabulary relevant to algebra rather than topology in the following. Table 1
gives a correspondence between the vocabularies.

1 ] assumes further properties from the space, in particular that the set I itself is
finitely presented (see below for definitions). All of our examples satisfy this assumption, and

many, but not all, of our theorems, have it as an hypothesis.



Quasivarieties V 19-Tarski spaces (I,V)
X is a point of V X is a (deductive) system
R is a presentation of X # [ R is consistent
X €V is maximal, X # I X is maximally consistent
X is finitely presented X is finitely axiomatizable/X is compact
I is finitely presented (I,V) is compact

Table 1: Dictionary between quasivarieties (as defined in this paper) and Tarski
spaces

2 Presentations

Definition 2.1. A presentation of X € V is a set Y so that X is the smal-
lest element of V' containing Y. X is finitely presented if it admits a finite
presentation. X is recursively presented if it admits a recursively enumerable
presentation.

Example 2.1. A finitely(resp. recursively) presented group is exactly what is
usually called a finitely(resp. recursively) presented group.

A finitely presented subshift is usually called a subshift of finite type. A
recursively presented subshift is usually called an effectively closed subshift.

A finitely presented ideal is usually called a finitely generated ideal.

Presentations, and in fact everything below, is related to the notion of enu-
meration reducibility, that we define now:

Definition 2.2. Let A, B two subsets of I.

We say that A is enumeration reducible to B, written A <. B, if there exists
a computable function f: I x N — Py(I)U{{L}}, where Pr(I) is (a recursive
encoding of ) the finite sets of I and L & I, so that

re€A < In, f(z,n) C B

When we want to emphasize the computable function f, we will say that A is
enumeration-reducible via f, written A <! B. (Note that A is uniquely defined
given f and B).

The following statement says that a point X in a quasivariety is enumeration-
reducible to any of its presentations. Thus any point has a smallest presentation
(in terms of enumeration reducibility), which is X itself.

Proposition 2.3. Let V be a quasivariety.

Let Y be any presentation of X, then X <. Y.

More precisely, there exists a computable function f (depending only on V')
so that X <! Y iff Y is a presentation of X.

In particular a finitely/recursively presented point is recursively enumerable
(as a subset of I).



(Finitely /recursively presented groups have a computably enumerable word
problem. Subshifts of finite type and effectively closed subshifts have a comput-
ably enumerable set of forbidden words)

Proof. Let V be defined by a set S, and S’ be the closure of S, i.e. all statements
of the form
ac XANbeEXN. . NceX = ze€X

that are logical consequences of statements of S.

It is easy to see that S’ is also computably enumerable, and of course define
the same variety V. Note that S’ contains in particular all implications of the
form “a € X = a€ X”.?

On input a, consider all finite sets F s.t. “A,cpi € X = a € X7
is a statement of S’. All such finite sets can be enumerated, thus there is a
computable function f : I x N — P(I) such that f(a,N) is exactly the set of
all F.

Then it is clear that A </ B iff B is a presentation of A.

O

It is interesting to note that most of the statements we obtain have a con-
verse, and this is the case here: A is enumeration reducible to B, iff B is a
presentation of A in a suitable quasivariety.

Proposition 2.4. Let B C A so that A <. B. Then there exists a quasivariety
V' such that B is a presentation of A.

Proof. Let A §£ B.
Let V be the quasivariety defined by :

o If f(n,z) C X then z € X.

V is by definition a quasivariety. And it is clear by definition that the
smallest point of V' that contains B is A. O

3 Maximal elements

Definition 3.1. An element X of a quasivariety V is mazimal if X CY, with
Y eV, impliesY =X orY =1.

Example 3.1. In the language of symbolic dynamics, this corresponds to min-
imal subshifts. In the language of groups, this corresponds to simple groups. In
the language of ideals, this corresponds to a mazximal ideal. In all three examples,
X is implicitely supposed to be different from I.

2Tt is easy to see that (if we drop the hypothesis for the base set S to be computably
enumerated) the set of all quasivarieties V' may be given itself the structure of a quasivariety
V'V, where each quasivariety V € V'V is identified with the set S(V) of all implications true
in any point of the quasivariety. In this identification, S(V) = S’, and S above is just a
particular presentation of V.



Our first (easy) theorem generalizes the theorem of Kuznetsov, without any
hypothesis on the computability of the structure:

Theorem 2. Let V be a quasivariety. If X is mazimal then X <. X.
(X is the complement of X).

Proof. If X =1 it is clear. Otherwise, let a & X.
Then z € X iff the smallest point containing both X and x contains a.
Recall there is a function f so that A </ B iff B is a presentation of A.
Thus = € X iff there exists n so that f(n,a) C X U {x}.

Let g(n,z) = f(n,a)\ {z}.

Then = € X iff there exists n so that g(n,z) C X. O

Corollary 3.2. Let V be a quasivariety. If X is finitely (or recursively) presen-
tend and mazximal, then X is computable.

Indeed, X is recursively enumerable, as X is finitely presented, and X is
recursively enumerable, as it is enumeration reducible to X.

Theorem 3 (Uniform version). Let V' be a quasivariety so that I (the whole
set) is finitely presented. Then there exists a computable function g so that if
X is mazimal, X # I, then X <9 X.

Proof. By definition, there exists a finite set A s.t. any point containing all of
Aisequal to I. Say A={ay...ax}.
Thus = € X iff for all a € A, there exists n so that f(n,a) C X U{z}
Let g(n1,n2...nk, 7) = U<k f(ni, a;) \ {x}.
Then = € X iff there exists n; ...ny so that g(ny,na...ng,z) C X.
o

Corollary 3.3. Let G be a finitely generated simple group. Then the comple-
ment of the word problem of G is enumeration reducible to the word problem of
G. In particular [ ]), if G is a finitely generated, finitely presented, simple
group, then G has a computable word problem.

Let S be a minimal subshift. Then the set of words that appear in S is
enumeration-reducible to the set of words that do not appear in S. In particular
/ , ], if S is a minimal subshift of finite type, then S has a computable
set of forbidden words.

In both cases, the problem is uniformly solvable: there exists an algorithm
that, given a finite presentation of a simple group G (resp. a minimal subshift
S) decides the word problem of G (resp. the set of admisssible words of S).

Theorem 4. Let (Sy,)nen be a computable collection of finite sets, and (Yy)nen
be the points presented by S,. Let Y = {Y,,n € N}

We say that X is mazimal below Y if X € Y, but every point larger than X
isin Y.

Then X <. X, uniformly.



An example of such a collection S, is the set of all finite groups with &
generators: A group G with generators ai,...ay is finite iff there exists a size p
s.t. all words of length p over the alphabet {afl . .a?l} are equal to a word of
smaller length.

We can use this to obtain a recursive list of finite presentations that contain
only finite groups, and all presentations of finite groups arise this way. Thus the
theorem apply to all groups for which all normal subgroups are of finite index
(these groups are called just infinite groups).

More generally, every finitely generated and finitely presented algebra on
which all congruences have finite index is computable | ]

Proof. Straightforward generalization of the previous theorem.

Let (Sn)n be the computable collection of finite sets, and write Sy, = {af,.. ., aj,},
where h(n) is the (computable) size of .S,,.

Recall there is a function f so that A </ B iff B is a presentation of A.

Then x € X iff the smallest point (or any point) containing X U {x} is one
of the sets of ).

Thus z € X iff 3p,In, .. Mpys Yinp) f (i, al ) \ {z} € X

O

As before, it is interesting to note that the main theorem has a converse:
Theorem 5. Let A <. A. Then there exists a quasivariety V s.t. A is mazimal.

Proof. Let Zég A.
Thus z € A iff there exists n s.t. f(n,z) C A.
Let V be the quasivariety defined by

e Forall n, forall z € X, forally € I, if f(n,x2) C X then y € X.

A is in this variety: Indeed, there is no € A and n so that f(n,z) C A,
thus all premises are false.
It is clearly maximal: Let A C A’ and a € A’ \ A. Then a € A thus there
exists n s.t. f(n,z) C A C A’ thus for all y, y € A’, thus A’ = I.
O

4 Discriminable points

Discrimination is a generalization of maximal elements. The concept and the
vocabulary comes from group theory, in particular | ]. The notion is
already present in Kuznetsov| ], where the author defines a concept of a
completely finitely presented algebra, which corresponds in our vocabulary to a
point which is both finitely presented and finitely discriminated.

Definition 4.1. Let V be a quasivariety.
A set'Y is a discriminator for a point X if Y N X = () and for every point
X, XCX X'nYy #0.



X is finitely discriminable if it admits a finite discriminator. X is recursively
discriminable if it admits a recursively enumerable discriminator.

Theorem 6. If X is recursively discriminable, then X <. X.

Proof. Let Y be the discriminator.

Recall again that there exists a computable function f s.t. A </ B iff B is
a presentation of A

Now = € X iff the point presented by X U {z} contains some element of Y.

Thus 7 € X <= Jye€Y,Ine€ N, f(n,y) C X U {z}.

Let Y = (Ym)men a computable enumeration of Y.

We now define g(n, m,z) = f(n,ym) \ {z}.

Then z € X <= 3n,m,g(n,m,z) C X. O

Corollary 4.2. Let V be a quasivariety and X a point of V.
X is computable iff it is recursively presented and recursively discriminated.

See | ] for the result for groups.

Proof. If X is computable, then X is a presentation of X which is recursive,
and X is a discriminator for X which is recursive.

Conversely, if X is recursively presented by Y, then X is recursively enu-
merable, as X <. Y. As X is recursively discriminated, X <. X, thus X is
recursively enumerable, and X is computable. O

5 Difference between X and X

Many of the previous results are of the same form: from an enumeration of X
we can compute an enumeration of X. It is easy to provide examples where the
converse is not true. Hence X gives more information that X. Here we try to
quantify what is this information.

Definition 5.1. Let X <! X. Let g(z) = min{n € N|f(n,z) C X}.
g is a partial map. We identify g with G = {(x, g(x))|g(z)is defined}

Proposition 5.2. Let X §£ X. Then G <. X.

Proof. Suppose we are given an enumeration of X, and at some point we con-
clude that z € X because f(n,z) C X for some n, and we have enumerated
all elements of f(n,z). Then we know that g(x) < n. We then look at all sets
f(i,x) for i < n. At some point in our enumeration, we will know the status of
all points in U;<, f(i, x), either because they were enumerated in X, or we were
able to prove that they are in X. Thus we will be able to determine the exact
value of g(z). O

Proposition 5.3. Let h be a total function that is greater than g: h(x) > g(x)
whenever x is defined.

We identify h with the total set H = {(z, h(z)),z € I}

Then X <., H®X

10



Proof. * € X += Vn < h(z), f(n,z) N X # 0. O

It is important to note that it is not g itself which is important, but any
upper bound on g. Note also that the reduction in the theorem is stronger that
enumeration reducibility.

The propositions are particularly interesting when we start from a quasivari-
ety where I is finitely presented, so that for all maximal elements X, X </ X for
a given computable function f independent from X. In that case, it is possible
to interpret the map g.

We start with subshifts. A minimal subshift S has a quasiperiodicity function
(also called uniform recurrence function): There exists a function g s.t. every
word w of size n that appear in S is contained in every word of size g(n)
that appear in S. For minimal subshifts, the previous theorems may thus be
interpreted this way:

e The set of words that appear can be obtained from an enumeration of the
set of words that do not appear

e The quasiperiodicity function can be obtained from an enumeration of the
set of words that do not appear

e The set of words that do not appear can be obtained from an enumeration
of both the quasiperiodicity function and the set of words that appear

We now introduce a similar concept for groups. Let S be a finitely generated,
simple group, with generators aj...ar. For w € S;w # 1, let g(w) be the
smallest n s.t. all generators a; can be written as products of less than n
elements of the form hwh=! or hw='h~! for h € S.

g is well defined: Indeed the set of all elements that can be written this way
is a normal subgroup of S that is nontrivial (it contains w), and thus is equal
to S.

Note that g depends on the choices of generators of S, but it is easy to see
that different choices of G only changes the function g upto a linear factor.

We now introduce another related function. Let S be a finitely generated,
simple group, with generators aj...ar. For a word w over the generators
ai ...ak, let gi(w) be the smallest p s.t. all generators a; can be written as
products of less than p elements of the form hwh™! or hw=*h~! for h € S, and
each h is a product of less than p generators. g;(w) is defined only when w is
not the identity element on S.

We now define g (n) = max{gi(w)|w € By, w # 1}, where B, is the set of
elements of G that can be written as a product of less than n generators.

Then, in S:

e The complement of the word problem on S can be enumerated from an
enumeration of the word problem on S.

e The function g; can be computed from an enumeration of the word prob-
lem on S.

11



e The word problem on S can be enumerated from both the complement
of the word problem on S and any bound ¢ on ¢g;. Indeed w = 1 iff
there exists a generator a s.t. all products of less than ¢(w) terms of the
form hwh™!, where each h is the product of less than ¢(w) generators, are
different from a.

Conclusion

A consequence of this work is the following: many results in algebra assert
that if a finitely presented structure has some property P, then the structure
is computable. The usual way these results are done is by proving that hav-
ing property P and being finitely presented imply that the structure is both
recursively enumerable and co-recursively enumerable.

However these results can be divided in two:

e Either they are still valid when the structure is only recursively presented
instead of finitely presented. In which case, as presented here, the result
can usually be generalized to obtain a result that hold for any structure
with property P. From the proof we also obtain that in this case a function
g can be attached to each structure, that gives additional information
about it. This is the case for example for minimal subshifts (where we
can attach the quasiperiodicity function) or simple groups (where we can
attach a “simplicity” function)

e Or they do not generalize to recursively presented structures, which means
they actually need the structure to be finitely presented to be able to
prove that the structure is co-recursively enumerable. In which case it
is not clear how these results can be generalized. It is for example the
case for residually finite groups (finitely presented residually finite groups
are computable, but there are some recursively presented residually finite
groups that are not | ]), or for the analog concept of subshifts whose
periodic points are dense.

Open Questions

This article presents how a few results in group theory and symbolic dynamics
may be related once seen in the concept of universal algebra, and how they can
be generalized for structures that are not recursively presented.

There exist other theorems which offer a striking similarity, but for which a
general statement is not known, most proeminently Higman’s embedding the-
orem and Boone-Higman’s theorem. We concentrate here the discussion on
the former theorem (The author claims he has a proof of an equivalent of the
Boone-Higman theorem for subshifts, which will be found in a later paper).

Theorem 7 (] D). A finitely generated group can be embedded in a finitely
presented groups iff it has a recursively enumerable set of defining relations.

12



Theorem 8 (] , ). An arbitrary theory (with identity) is finitely
axiomatisable using additional predicates iff it is recursively axiomatisable.

Theorem 9 (| ], see also | , D). A symbolic system is iso-
morphic to the subaction of a sofic shift iff it is effectively closed.

The note by [ ] also suggests an analog for universal algebras, and a
similar theorem for semigroups also exist. Note also that the Relative Higman
Embedding Theorem | ] also has an equivalent in the domain of subshifts

[ .

Proofs of these theorems are tremendously combinatorial, as each proof needs
to embed a Turing machine (or another computational device) into an algebraic
system, and the methods to do this are quite different. However the fact remains
that all these theorems have similar hypotheses and conclusions, so that either
it is a striking coincidence, or something deep can be found here.
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A Appendix

Theorem (1). A I1Y class S C {0,1} is a quasivariety iff it contains I and is
closed under (finite) intersections.

Proof. One direction has already been stated as a fact above.

Now suppose S is a IIY class which contains I and is closed under (finite)
intersection.

Let F be the collection of all partial maps (fi);en where f; € {0,1}%, with
F; finite, which disagree with every element of S.

By definition of a II9 class, F is recursively enumerable, and every element
not in F agrees with at least one point of S.

Now let F’ be the restriction of F to partial maps that takes value 0 in
exactly one point. ' is also recursively enumerable, and the I1{ class defined
by F' is by definition a quasivariety V. It is clear that S C V, we now prove
that they are equal.

For this, suppose x € V' \ S. Then there exists a map f € F\ F’' that
disagrees with x.

As the whole set I is in S, no partial map taking only the value 1 can be in
F, hence f must take value 0 in at least one point.

Let A be the (possibily empty) set of positions where f takes value 1, and
B the set of positions where f takes value 0. As f & F', |B| > 2.

For each b € B consider the map f, defined on AU {b} and taking value 1
on A and 0 on {b}.

Note that = agrees with every map fp, and each such map takes value 0 in
exactly one point. As a consequence, none of the map f3 is in F (otherwise it
would be in F’). Therefore, for each b, there exists a point y, € S that agrees
with fb-

But then (), y is a point of S that agrees with f, a contradiction. O
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