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Highly corrupted image inpainting through
hypoelliptic diffusion

Ugo Boscain, Roman Chertovskih, Jean-Paul Gauthier,
Dario Prandi, Alexey Remizov

Abstract—We present a new image inpainting algorithm, the
Averaging and Hypoelliptic Evolution (AHE) algorithm, inspired
by the one presented in [1] and based upon a (semi-discrete)
variation of the Citti–Petitot–Sarti model of the primary visual
cortex V1. In particular, we focus on reconstructing highly
corrupted images (i.e. where more than the 80% of the image is
missing).

Index Terms—Image reconstruction, image restoration.

I. INTRODUCTION

In art, image inpainting refers to the practice of (manually)
retouching damaged paintings in order to remove cracks or
to fill-in missing patches. Within the past decade the digital
version of image inpainting, i.e., the reconstruction of digital
images by means of different types of automatic algorithms,
has received increasing attention. It is out of the scope of this
paper to provide a complete list of references on this problem.
The references [2], [3], [4], [5], [6] concerns variational
approaches that can be compared with our method.

The starting point of our work is the Citti–Petitot–Sarti
model of the primary visual cortex V1 [7], [8], [9], [10],
and our recent contributions [1], [11], [12], [13]. This model
has also been deeply studied in [14], [15], [16], [17]. The
main idea behind the Citti–Petitot–Sarti model is the geometric
model of vision called pinwheel model, going back to the 1959
paper [18]. Here, Hübel and Wiesel showed that cells in the
mammals primary visual cortex V1 do not only deal with
positions in the visual field, but also with orientation infor-
mation: actually there are groups of neurons that are sensitive
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to position and directions with connections between them that
are activated by the image. The system of connections between
neurons, which is called the functional architecture of V1,
preferentially connects neurons detecting alignements. This is
the so-called pinwheels structure of V1. In the Citti–Petitot–
Sarti model, V1 is then modeled as a 3D manifold endowed
with a sub-Riemannian structure that mimics these connections
as a continuous limit. The natural way to inpaint the missing
regions of an image is thus by using the hypoelliptic diffusion
naturally associated with this structure.

In [1] we proposed a semi-discrete version of the Citti–
Petitot–Sarti model that considers a continuous structure in
the space of position but a discrete structure for the orienta-
tion information, which could make sense from the neuro-
physiological point of view. Image reconstruction methods
based upon this principle are presented in detail in the previous
works [12], [1]. Moreover, in [19], the same techniques are
applied to the semi-discrete hypoelliptic evolution associated
with the well-known Mumford elastica model.

In the above mentioned works, the main focus was on in-
painting algorithms where no prior knowledge on the location
of the corruption was needed. In this paper, on the contrary, we
assume complete knowledge of the location and shape of the
corrupted areas of the image. Exploiting this knowledge allows
us to introduce certain heuristic procedures that together with
the hypoelliptic diffusion drastically improve on the inpainting
results.

Since no feedback from higher levels of the brain is
assumed, and hence no copy-and-paste texture synthesis are
allowed, the resulting algorithms cannot compete with state-
of-the-art algorithms when treating large corruptions [2]. How-
ever, we show that our technique yields remarkable results
when the corruptions are small but quite dense in the total
area of the image. Namely, we improve on the semi-discrete
approach proposed in [1] for the Citti–Petitot–Sarti model, by
introducing heuristic methods that allow us to treat images
with more than 80% of corrupted pixels. These results are
comparable with the state of the art and in particular with those
obtained in [20] for an image with 65% of corrupted pixels,
but no assumption of simple connectedness on the corrupted
part is needed. Other unpublished results of S. Masnou with
83% of corruption are also comparable.

Our results are comparable with those of [21] that appeared
on ArXiv few months later than the present paper. They use
a different approach combining the sub-Riemannian model
with a diffusion/concentration process, which in the limit
corresponds to a motion by curvature. It is interesting to
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notice as the two approaches provides slightly different results
depending on the quantity of corruption.

Exploiting a combination of our techniques and of copy-
and-paste texture synthesis is outside the scope of this paper
but is currently under investigation.

The paper is organized as follows.
• In the Section II we briefly recall the basic principles

of the method introduced in [1], [12] and discuss some
of its properties and present some results. In particular
we present some numerical experiments showing the
anisotropicity of the diffusion. See Figures 1–3.

• In Section III we present a first improvement of this
method, where an hypoelliptic diffusion with varying
coefficients is considered. The coefficients are chosen for
the effect of the anisotropic diffusion to be faster where
the corruption is present. Final results on highly corrupted
images obtained with this method appear on Figure 6.

• Section IV contains the main result of this paper: the
Averaging and Hypoelliptic Evolution (AHE) algorithm.
Here, we combine the ideas coming from the Citti–
Petitot–Sarti model and our contributions [12], [1], with
some heuristic considerations in order to build an efficient
image inpainting algorithm for highly corrupted images.
This method is a synthesis of two different approaches
to image reconstruction: the averaging method and the
evolutionary method, based on the hypoelliptic diffusion.
Final results presented in Figures 9, 10, and 11 show
a real improvement with respect to the results of the
previous section and comparable with the state of the
art.

All the examples presented in the following are obtained
for images with a resolution of 256× 256 pixels.

II. HYPOELLIPTIC DIFFUSION

A. Images under consideration
Mathematically, a black-and-white image is a function

f : Π → [0, 1], where Π is a square on the (x, y)-plane. If
f(x, y) = 0 the color of the image at (x, y) is white, while
if f(x, y) = 1 it is black. We will consider Π as a periodic
subgroup of R2 endowed with its Haar measure. Since the
corresponding Haar measure is finite, all images are square
integrable by definition. This also allows to consider images
as Π-periodic functions f : R2 → [0, 1].

Together with the above continuous model we will consider
also the corresponding discrete model: Phisically, a black-
and-white image f is stored as an (M ×M)-matrix, where
for simplicity we are assuming the same number of pixels
vertically and horizontally. As before we assume fkl ∈ [0, 1],
k, l ∈ {1, . . . ,M}. Then, given a rectangular grid (xk, yl),
k, l ∈ {1, . . . ,M} in the (x, y)-plane, the discrete version of
an image is the function (xk, yl) 7→ f(xk, yl) := fkl. As
before, it is convenient to consider the grid and the functions
to be periodic on Z2.

Observe that we can assume that f(xk, yl) > 0 at any point
(xk, yl) that corresponds to a non-corrupted pixel. Thus, due
to the the knowledge of the corrupted part, we can assume
that f(xk, yl) = 0 when (xk, yl) corresponds to a corrupted
pixel

B. Two models for the diffusion

1) Hypoelliptic diffusion in the continuous limit model:
The main idea of the (continuous) model is then that V1
lifts images, which are Π-periodic functions f : R2 → [0, 1],
to functions over the projective tangent bundle PTR2. This
bundle has as base R2 and the projective line PR as fiber at
(x, y). Recall that PR is the set of directions of straight lines
lying on the plane and passing through (x, y), which can be
represented by the angles θ ∈ [0, π]/ ∼ where the 0 ∼ π. In
this model a corrupted image is reconstructed by minimizing
the energy necessary to activate the regions of the visual cortex
not excited by the image.

Mathematically speaking, the original image f(x, y) is first
smoothed through an isotropic Gaussian filter (it is widely
accepted that this corresponds to an action at the retinal level,
see [22], [23]). As shown [12] this yields a smooth function
which is generically of Morse type, i.e., it has isolated non-
degenerate critical points only. The smoothed image (that we
will still call f(x, y)) is then lifted to the (generalized) function
f̄(x, y, θ) on PTR2 defined by

f(x, y, θ) := f(x, y) δ(g(x, y, θ)), for (1)

g(x, y, θ) := cos θ
∂f

∂x
(x, y) + sin θ

∂f

∂y
(x, y), (2)

where δ(·) is the Dirac delta function. Moreover, the space
PTR2, with coordinates q = (x, y, θ), is endowed with the
sub-Riemannian structure with orthonormal frame given by
the two vector fields

X1(q) = cos θ
∂

∂x
+ sin θ

∂

∂y
, X2(q) =

∂

∂θ
. (3)

This structure is invariant under the action of rigid motions.
Via stochastic considerations (see [1]), one is then able to
translate the energy minimizing principle expressed above
to the fact that the image is evolved according to the hy-
poelliptic diffusion associated with the above vector fields.
Namely, the reconstructed function on PTR2 is the solution
ψ = ψ(x, y, θ, t) at time t = 1 of the initial problem

∂ψ

∂t
= ∆Hψ, ψ

∣∣
t=0

= f(x, y, θ). (4)

where, ∆H := b(X1)2+a(X2)2 for some constant coefficients
a, b > 0 to be chosen experimentally. We remark that this is
equivalent to consider the solution ψ at time t = b

a of (4)
with ∆H := (X1)2 + a

b (X2)2. Finally, ψ is projected back
to a function on R2, which will be the final result of the
image inpainting procedure. No boundary condition is needed
in (4), since we are considering the diffusion on the whole
space PTR2 and the initial function f(x, y, θ) is periodic w.r.t.
(x, y, θ) ∈ PTR2.

Let us remark that, although in practice we will allow
for an image-dependent tuning of the parameters a, b, in
principle these coefficients are neurophysiological constants.
Information about the initial image is fed to the evolution only
through the initial condition f .
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2) Semi-discrete alternative to the hypoelliptic diffusion:
In [1], we proposed a semi-discrete alternative to the Citti–
Petitot–Sarti model, by assuming that the number N of direc-
tions represented in V1 is finite. The stochastic assumption of
a Poisson process for the jumps between adjacent directions
leads to the semi-discrete diffusion equation:

∂ψ

∂t
= ∆Hψ, ψ

∣∣
t=0

= f(x, y, r), (5)

where ∆H = bA+ aΛN is the semi-discrete operator, where

AΨ(x, y, r) =

(
cos θr

∂

∂x
+ sin θr

∂

∂y

)2

,

ΛNΨ(x, y, r) =

Ψ(x, y, r − 1)− 2Ψ(x, y, r) + Ψ(x, y, r + 1).

The limit of this diffusion operator when N → +∞ coincides
in a suitable sense with the continuous operator ∆H . This
operator is invariant under the action of the semi-discrete rigid
motions, with continuous translations and discrete rotations of
angle θr = rπ

N .
3) Two distinct points of view, leading to similar com-

putations: At this step, there are two possibilities for the
integration of equation (5) starting from the lifts of the images
described in Section II-A. We may spatially discretize the
equation, or we may work with Fourier series assuming spatial
periodicity of the initial condition f̄ . Both strategies lead to
the same kind of fully-discrete equations. The second strategy
leads to “exact” solutions under the periodicity assumption.

Working in the dual frequency grid to our spatial grid of
Section II-A, we are led to a completely decoupled set of M2

linear ODE’s over CN of Mathieu type:

dΨ̂k,l

dt
=

1

2
(aΛN − bMdiagp(a

p
k,l)

2)Ψ̂k,l, (6)

where Ψ̂k,l = (Ψ̂1
k,l, . . . , Ψ̂

N
k,l) and

(ΛN Ψ̂r
k,l)r =

1

2

(
Ψ̂r−1
k,l − 2Ψ̂r

k,l + Ψ̂r+1
k,l

)
,

apk,l = cos(θp) sin

(
2π
k − 1

M

)
+ sin(θp) sin

(
2π
l − 1

M

)
.

We refer to [1] for details.
Each of the ODE’s (6) can be independently solved via stan-

dard numerical schemes such as the Crank-Nicolson scheme,
recommended for this type of equation (see [24, Chapter 5]).
Numerical experiments showed that no visible improvement
is obtained by taking N > 30.

C. The algorithm

The algorithm will be divided in three steps:
1) Lift the image f(xk, yl) to f(xk, yl, θr).
2) Evolve f(xk, yl, θr) according to (6) after passing to

the dual frequency grid: f̄ 7→ ˆ̄f . This step was already
discussed in Section II-B3.

3) Go back to the spatial grid by inverse FFT and project
the result back to the original 2 dimensional grid.

1) Lift: The discrete analogue of the initial function f has
the form:

f(xk, yl, θr) =

{
f(xk, yl), if θr ' θ(k, l),

0, if θr 6' θ(k, l).
(7)

Here, the formulation θr ' θ(k, l) means that θr is the nearest
point to θ(k, l) among all points of the grid {θ1, . . . , θN},
and θ(k, l) is the discrete analogue of the slope angle of the
level curve f(x, y) = const passing through the point (xk, yl).
Namely, θ(k, l) is defined by the following formula:

tan θ(k, l) = −fx
fy

(xk, yl), (8)

where fx and fy are the standard finite-difference analogues
of the corresponding partial derivatives. If fx(xk, yl) =
fy(xk, yl) = 0 (which corresponds to a critical point of the
Morse function) we define

f(xk, yl, θr) =
f(xk, yl)

N
for all r = 1, . . . , N. (9)

Generically, due to the Morse property, |fx| + |fy| 6= 0 at
almost all points (xk, yl) and the function f is defined by
formulae (7) and (8). Thus the information about the initial
image is contained in the both values θ(k, l) and f(xk, yl).

2) Projection: The final step of our algorithm is to con-
vert the result F (xk, yl, θr) of the evolution into an image
F (xk, yl). A natural choice for F (xk, yl) is the `p-norm
of the function F (x, y, θ) with respect to θ mod π, where
1 ≤ p ≤ ∞. As discussed in our previous paper [1], we have
chosen the `∞ norm. Namely,

F (x, y) = max
θr

F (x, y, θr). (10)

After the projection, we obtain a positive function F (x, y),
whose maximal value, due to the action of the diffusion, is
usually small. Therefore, it is necessary to renormalize.

D. Heuristic complements: SR/DR procedures

The above procedure has the drawback of applying the evo-
lution to the whole image, and thus also on the non-corrupted
part, blurring it. In [1], we proposed an heuristic complement
to it, allowing to keep track of the initial information during
the evolution. This method is based upon the general idea
of distinguishing between the so-called good and bad points
(pixels) of the image under reconstruction. Roughly speaking,
the set G of good points consists of points that are already
reconstructed enough (thus including non-corrupted points),
while the set B of bad points consists of points that are still
corrupted. This procedure then amounts to stopping, or at least
slowing, the effects of the diffusion on G, without influencing
B.

In [1], we described two possible implementation of this
idea called static restoration (SR) and dynamic restoration
(DR). The difference between the SR and the DR procedure
consists in the way the sets of good and bad points are handled:
in the SR procedure the set of good points coincides with
the set of non-corrupted points and does not change during
the diffusion, while in the DR procedure the set of good
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points coincides with the set of non-corrupted points only
initially and bad points are allowed to become good through
the action of the diffusion. At the end the algorithm including
the restoration procedure is iterated a certain number of times
n. See [1] for details.

E. New experiments

In Figures 1 to 3 we present some experimental results
related to the above mentioned methods. They concern only
the hypoelliptic evolution, without the SR/DR procedures
discussed in Section II-D.
• The figure 1 shows the evolution of the diffusion in time,

where the initial image is lifted according to (7)–(9).
• The figure 2 shows the anisotropic effect of the diffusion:

The three processed images correspond to different kinds
of lift. The first one is obtained with the trivial lift
(formula (9)). The second processed image corresponds
to a lift with the constant angle π/4 only, while the last
one corresponds to a lift with the constant angle 3π/4
only.

• The figure 3 is also connected to the effect of the lift:
Here we lift to an image with constant gray levels but
the gradient (the angle) is properly lifted.

On the other hand, we observed that when we apply the
SR/DR procedures sufficiently often the effect of the lift itself
is in fact neglectible. This may explain why, in the following
heuristic developments, it is enough to use only the trivial
lift, i.e., to lift the original image at all orientation values via
formula (9). This is very important for highly and densely
corrupted images, since it would be difficult to compute
reasonable estimates of their gradients.

III. MODIFICATIONS OF THE HYPOELLIPTIC DIFFUSION

In this section we present the new idea of using a diffusion
with varying coefficients in order to take more into account
the knowledge of the corrupted part of the image.

A. Hypoelliptic diffusion with varying coefficients

One can try to modify (5) to take into account what we
called good and bad points. Namely, we can consider the
equation (5) where ∆H := bA + aΛN for some positive
continuous coefficients a(x, y), b(x, y), through whom we
can control the velocity of the diffusion as a function of the
position. It is natural to choose smaller values of a, b at non-
corrupted points and larger values at corrupted points.

The price to pay is that the essential decoupling effect from
(5) to (6) does not take place anymore. To overcome this point
we replace at each step of integration the varying coefficient
version of (5) by a similar equation with constant coefficients.
Namely, let [ti, ti+1], i = 0, . . . , N , be the time interval of the
integration and consider as initial datum the function ψi−1 =
ψ(x, y, θ, ti−1) calculated at the previous step (or the initial
datum f if i = 0). Then, we replace the differential operator
∆H on the interval [ti, ti+1] with the operator

∆′H := b′(X1)2 + a′(X2)2,

where a′, b′ are constant coefficients choosen as a′ =
max a(x, y) and b′ = max b(x, y). Indeed, straightforward
computations show that for ti+1 − ti sufficiently small the
following approximation holds

∆Hψ ≈ ∆′Hψ −∆′Hψi−1 + ∆Hψi−1 = ∆′Hψ + di,

where di is the function on R2 defined by the last equality.
Thus, on the segment [ti−1, ti] we can replace (4) with the
non-homogeneous equation

∂ψ

∂t
= ∆′Hψ + di, t ∈ [ti−1, ti], (11)

with constant coefficients a′, b′ and drift di.
After this approximation the decoupling effect mentioned in

Section II-B3 persists and the Crank-Nicolson method is still
pertinent applied to each of the decoupled ODE’s.

1) Practical results: We define the coefficients a(x, y) and
b(x, y) by the heuristic formulae

a(x, y) = a0 + a1 exp

(
−f

2(x, y)

σ

)
,

b(x, y) = b0 + b1 exp

(
−f

2(x, y)

σ

)
,

(12)

where ai, bi, σ are constant parameters chosen experimentally.
This choice corresponds to slowing down the diffusion at
points with large values of f(x, y).

We observe that for low levels of corruption, reconstruction
of images with this method yields results which are compara-
ble to, if not better than, the ones obtained through the SR/DR
procedure. However, when the corrupted part becomes larger
this method fails. This suggests that, in order to obtain a good
inpainting algorithm for highly corrupted images, one has still
to use the SR/DR procedure, combining it with the varying
coefficients.

In Figure 4, 5 and 6, we present three series of reconstruc-
tions obtained with the hypoelliptic diffusion with varying
coefficients coupled with the DR procedure and using the
trivial lift, i.e., defined by (9) at all points of the image. The
last figure 6 of the series shows results with a high corruption
rate.

IV. AHE ALGORITHM

Here, in order to improve on the results for high corruption
rates, we were led to the Averaging and Hypoelliptic Evolution
algorithm. The main idea behind the AHE algorithm is to try to
provide the anisotropic diffusion with better initial conditions.
More precisely, it is divided in the following 4 steps:

1) Preprocessing phase (Simple averaging);
2) Main diffusion (Strong smoothing);
3) Advanced averaging;
4) Weak smoothing.
Let us denote the sets of good and bad points by respectively

G and B. Recall that initially G = {(xk, yk) | f(xk, yk) > 0},
B = {(xk, yk) | f(xk, yk) = 0} and B ∪G covers the whole
grid. For each point (xk, yl) ∈ B denote by Θkl its 9-points
neighborhood. Also, define the set Gkl = G ∩ Θkl and let
|Gkl| be the cardinality of Gkl (0 ≤ |Gkl| ≤ 8). We call ∂B
the set of boundary bad points, i.e., of those (xk, yl) ∈ B
satisfying the condition |Gkl| > 0.
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Figure 1. Two images showing the evolution of the diffusion with different final times. The functions are lifted according to (7)–(9)

Figure 2. Three reconstructions of the image to the left showing the anisotropic nature of the diffusion. The lift is taken to be, respectively the trivial one
given by formula (9) at all points of the image, a lift with constant slope angle θ(k, l) ≡ π

4
and a lift with constant slope angle θ(k, l) ≡ 3π

4
.

Figure 3. Two images showing the anisotropic nature of the diffusion. Here, the lifted function is computed through the gradient but then all the non-zero
values are setted to 0.5.

A. Step 1: Preprocessing phase (Simple averaging)

The aim of this phase is to fill in the corrupted areas of the
picture with a rough approximation of what the reconstruction
should be, through a discrete approximation of an isotropic
diffusion. Namely, we iteratively redefine the value of f at
each boundary bad point (xk, yk) to be the average value of
the good points in its 9-points neighborhood Θkl and then we
remove (xk, yl) from B and add it to G.

More precisely, let f0 = f , G0 = G and B0 = B. Given
f i, Gi and Bi we then define f i+1, Gi+1 and Bi+1 as follows.
For any (xk, yl) ∈ ∂Bi we put

f i+1(xk, yl) =
1

|Gikl|
∑

(x,y)∈Gi
kl

f i(x, y), (13)

and for any (xk, yl) /∈ ∂Bi we put

f i+1(xk, yl) = f i(xk, yl).

Observe, in particular, that this formula leaves the values of
f i+1 on Bi \ ∂Bi to be zero. Finally, Gi+1 = Gi ∪ ∂Bi and
Bi+1 = Bi \ ∂Bi.

Since the set ∂Bi = ∅ if and only if Bi = ∅, after a finite
number of step s we will obtain Bs = ∅. We will then let
g = fs to be the result of this procedure. Observe that, in
particular, g(xk, yl) > 0 for all (xk, yl).

It turns out that the reconstructed image g presents a
“mosaic” effect, which is more stronger for highly corrupted
images (see Fig. 7, center). It should be noted that such
phenomena arises also for other reconstruction procedures
based on averaging procedures, as the median filter [25] (see
fig. 7, right).
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Figure 4. Images reconstructed with the hypoelliptic equation with varying coefficients and the DR procedure, Section III-A1. Total corruption: 37%, width
of corrupted lines: 3 pixels. Parameters in (12): a0 = 1.1, a1 = 10, b0 = 0.1, b1 = 0.4, σ = 0.1. Parameters of the DR procedure: n = 50, ε = 0.1.

Remark 1. We tested many possible alternative procedures
for this step. However, none of these yielded results as good
as the very elementary procedure we described above.

B. Step 2: Main diffusion (Strong smoothing)
The goal of this step is elimination (or at least weakening) of

the “mosaic” effect resulting from the previous step. Here, we
apply the hypoelliptic diffusion (5) with varying coefficients
a = a(x, y) and b = b(x, y) chosen so that the diffusion is
more intensive at the points where the “mosaic” effect is more
strong. Obviously, the diffusion should be as weak as possible
elsewhere.

To estimate the intensity of the “mosaic” effect, we use
the absolute value of the gradient of the function g. Indeed,
comparing the first two images presented on Figure 8, one
can see that most of the points with strong “mosaic” effect
coincide with the points where |∇g(x, y)| is large.

Thus we apply the hypoelliptic diffusion (5) with initial
condition ḡ(x, y, θ), obtained by the trivial lift given by the
formula (9), and coefficients a = a(x, y) and b = b(x, y)
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Figure 5. Images reconstructed with the hypoelliptic equation with varying coefficients and the DR procedure, Section III-A1. Total corruption: 67%, width
of corrupted lines: 6 pixels. Parameters in (12): a0 = 2.3, a1 = 20, b0 = 1.5, b1 = 6.6, σ = 0.1.

defined by the empirical formula

a(x, y) = a0 + a1 exp

(
−ϕ

2(x, y)

σ

)
,

b(x, y) = b0 + b1 exp

(
−ϕ

2(x, y)

σ

)
,

where ϕ(x, y) = 1− |∇g(x, y)|
max |∇g|

.

(14)

Here, ai, bi, σ are constant parameters experimentally chosen.
In all restorations presented in this section, we used the
following values:

a0 = 0.55, a1 = 5, b0 = 0.05, b1 = 0.2, σ = 0.4.

From the practical point of view, the gradient ∇g(x, y) is
replaced by its finite-difference approximation.

We remark that the choice of the trivial lift given by (9) in
this situation presents an obvious advantage. Indeed, if we
were using (7)–(8) we would lift along the directions that
coincide with the boundaries of the “mosaic” effect. This
would force the diffusion to follow such boundaries, thus
preventing the smoothing effect. Therefore we prefer to control
the intensities of the diffusion via the varying coefficients a, b
only.

C. Step 3: Synthesis (Advanced averaging)

As can be seen in the central image of Figure 8, right,
after the second step of the algorithm we remove the “mosaic”
effect. However, the diffusion introduces a blurring effect, that
cannot be removed by decreasing the coefficients a, b, since
this yields images still presenting the “mosaic” effect. To pass
between this Scylla and Charybdis, we then make a synthesis
of the images obtained after the first and the second steps.

As before, let f(x, y) be the function of the initial corrupted
image, and B,G be the corresponding sets of good and bad
points. Recall that we denoted by g(x, y) the function obtained
after the first step and let h(x, y) denote the function obtained
after the second step.

The structure of step 3 is similar to the one of step 1. Indeed,
we will apply an iterative procedure aimed to reconstruct the
bad points of f using information from the good points and
the function h. The only difference between steps 1 and 3 is
that when (xk, yl) ∈ ∂Bi, we define f i+1(xk, yl) as

f i+1(xk, yl) = arg min
X∈[0,1]

∑
(x,y)∈Gi

kl

∣∣∣∣ X

f i(x, y)
− h(xk, yl)

h(x, y)

∣∣∣∣2.
(15)

This expression realizes a compromise between the averaging
and the diffusion. The above formula is well defined since
f(x, y) > 0 for all (x, y) ∈ Gikl and the smoothed function
h(x, y) is always strictly positive. Moreover, the expression
in the right-hand side of (15) is a continuous convex func-
tion of X , and thus the minimum exists. A straightforward
computation allows then to compute explicitly (15) as

f i+1(xk, yl) = h(xk, yl)

∑
(x,y)∈Gi

kl

f i(x, y)−1h(x, y)−1∑
(x,y)∈Gi

kl

f i(x, y)−2
.

The results of this reconstruction are presented in the fourth
image of Figure 8.

D. Step 4: Weak smoothing

Clearly step 3, as step 1, reintroduces a little “mosaic”
effect. Then, we essentially repeat step 2. The only difference
is that now we use a weaker diffusion.
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Figure 6. Images reconstructed with the hypoelliptic equation with varying coefficients and the DR procedure, Section III-A1. Total corruption: 85%.
Parameters in (12): a0 = 1.1, a1 = 10, b0 = 0.1, b1 = 0.4, σ = 0.1. Parameters of the DR procedure: n = 100, ε = 1.0.

Figure 7. The second (left group) and the third (right group) corrupted images from Figure 6 as reconstructed after step 1 (left) and the same images
reconstructed with the median filter (right).
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Figure 8. The second (first row) and the third (second row) corrupted images from Figure 6 after each step of the AHE algorithm. The second image depicts
the modulus of the gradient of the result of step 1, which we use to compute the varying coefficients in step 2.

In all the reconstructed images presented below we use the
hypoelliptic diffusion (5) with varying coefficients a = a(x, y)
and b = b(x, y) defined by formula (14). We use the parame-
ters

a0 = 0.75, a1 = 1.5, b0 = 0.015, b1 = 0.1, σ = 0.3.

E. Conclusion

Comparing the results in Figures 4, 5 and 6 with those
in Figures 9, 10 and 11, respectively, one can see that the
method presented in the last section provides better results. In
particular, the performaces of this method are specially better
for highly corrupted images.
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Figure 9. Images reconstructed with the AHE algorithm, Section IV. Total corruption: 67%, width of corrupted lines: 3 pixels.
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Figure 10. Images reconstructed with the AHE algorithm, Section IV. Total corruption: 67%, width of corrupted lines: 6 pixels.
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Figure 11. Images reconstructed with the AHE algorithm, Section IV. Total corruption: 85%.
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