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Abstract—Hyper-spectral data can be analyzed to recover physical properties at large planetary scales. This involves resolving inverse problems which can be addressed within machine learning, with the advantage that, once a relationship between physical parameters and spectra has been established in a data-driven fashion, the learned relationship can be used to estimate physical parameters for new hyper-spectral observations. Within this framework, we propose a spatially-constrained and partially-latent regression method which maps high-dimensional inputs (hyper-spectral images) onto low-dimensional responses (physical parameters such as the local chemical composition of the soil). The proposed regression model comprises two key features. Firstly, it combines a Gaussian mixture of locally-linear mappings (GLLiM) with a partially-latent response model. While the former makes high-dimensional regression tractable, the latter enables to deal with physical parameters that cannot be observed or, more generally, with data contaminated by experimental artifacts that cannot be explained with noise models. Secondly, spatial constraints are introduced in the model through a Markov random field (MRF) prior which provides a spatial structure to the Gaussian-mixture hidden variables. Experiments conducted on a database composed of remotely sensed observations collected from the Mars planet by the Mars Express orbiter demonstrate the effectiveness of the proposed model.

Index Terms—Hyper-spectral images; Mars physical properties; OMEGA instrument; High-dimensional regression; Mixture models; Latent variable model, Markov random field.

I. INTRODUCTION

In modern geosciences, the use of remotely sensed data acquired from airborne, spacecraft, or satellite sensors allows to acquire multimodal observations at planetary levels [1]–[4]. Nowadays, hyper-spectral observations are used to monitor geophysical and environmental phenomena characterized by complex spectral signatures covering wide spectrum ranges.

Usually, recovering physical parameters such as the local chemical composition of the soil from hyper-spectral images involves solving inverse problems. This typically requires building complex high-dimensional to low-dimensional mappings relating the hyper-spectral space to the physical parameter spaces. Many approaches can be considered such as physically-based models, which build high-to-low dimensional mappings from geophysical models [5]–[9]. These models follow the laws of physical phenomena and are driven by cause-to-effect relationships. In [5], vegetation reflectance models are built to extract vegetation variables from satellite sensors directional and spectral information. [6], [7] integrate hyper-spectral observations to a canopy radiative transfer model for forest species classification, and forest biophysical and biochemical properties estimation. [8], [9] use multi-spectral observations from multiple sensors, combined with physical radiative transfer models, to estimate ice surface characteristics such as temperature, concentration, and thickness. There are issues related to physically-based models, namely: expert knowledge is required for their construction. Moreover, due to strong non-linear interactions between a large number of variables, their inversion is not straightforward. Indeed, inverse problems are in general ill-posed in the presence of real data. Thus, every model requires a carefully designed inversion procedure.

Another family of approaches learn input-output mappings in a data driven fashion. These approaches have several advantages. Firstly, they do not require complete knowledge of the underlying physical phenomena. Therefore, they can be applied whenever training data and reliable models are available. Secondly, learned models can be readily applied to newly sensed data [10]. Furthermore, in situations where expert knowledge is available, learning based approaches can benefit from physics-based models, e.g., by exploiting training data produced by radiative transfer models [11]. Machine learning methods are very popular for hyper-spectral data classification in the case of discrete-valued output variables. The reader is referred to [12] for an up to date review of state-of-the-art classification models applied to hyper-spectral data. Recently, [13] proposed a deep learning approach for hyper-spectral data classification. When the output variables are continuous, existing regression methods are mainly concerned with hyper-spectral data un-mixing where the goal is to identify end-members constituents together with their corresponding abundance from hyper-spectral observed mixtures [14], [15].

In the machine learning literature, regression models have been extensively studied. When dealing with high-dimensional input data, such as hyper-spectral observations, the vast majority of methods start by reducing the dimensionality followed by regression [16]–[18]. Such two-step approaches cannot be conveniently expressed in terms of a single optimization problem. Moreover, this presents the risk to map the input onto an intermediate low-dimensional space that does not necessarily contain the information needed to correctly predict...
the output. To estimate non-linear mappings, mixtures of locally linear models were proposed [19]–[21], but not in the case of high-dimensional inputs and in the presence of partially-observed responses. An alternative popular approach consists in the use of kernel functions, with the drawbacks that these functions cannot be appropriately chosen automatically, and that the learned mappings cannot be inverted [17], [22]–[24].

In this paper we propose a learning based regression model that maps high-dimensional hyper-spectral observations onto low-dimensional geophysical parameters. The proposed model generalizes the Gaussian mixture of locally-linear mapping (GLLiM) model recently proposed [25]. The design principles of GLLiM consist of first, learning the parameters of the (GLLiM) model recently proposed [25]. This model maps low-dimensional hyper-spectral observations onto high-dimensional hyper-spectral observations. An alternative popular approach to this case of high-dimensional inputs and in the presence of partially-observed responses. An alternative popular approach consists in the use of kernel functions, with the drawbacks that these functions cannot be appropriately chosen automatically, and that the learned mappings cannot be inverted [17], [22]–[24].

The model that we propose is also related to hyper-spectral data un-mixing [14], [28], [29] since in our model the constituting components of the hyper-spectral data are segregated with a locally-affine regression model. However and in contrast to existing methods, our model, through the presence of the partially-latent output, is able to handle the presence of non identifiable components in the input data. This particular property could be interpreted as an ability to partially un-mix hyper-spectral observations while letting a remaining part unexplained.

The effectiveness of the proposed model is assessed using datasets of simulated and real hyper-spectral images of the OMEGA imaging spectrometer on board of the Mars Express spacecraft [1]. Thorough quantitative and qualitative results demonstrate that our model outperforms several state-of-the-art regression models. Furthermore, the fact that we integrate an MRF prior produces spatially-regular parameter maps.

The remainder of this paper is organized as follows. Section II summarizes the high-dimensional partially-latent regression model [25]. Section III presents the novel MRF spatially-constrained regression model. Section IV applies the proposed method to hyper-spectral images collected from Mars with the OMEGA instrument. Finally, Section V draws conclusions and discusses possible future research challenges.

II. INVERSE REGRESSION WITH PARTIALLY-LATENT RESPONSE VARIABLES

In this section, we summarize the inverse regression model proposed in [25]. This model maps low-dimensional variables \( X = \{X_n\}_{n=1}^N \) onto high-dimensional variables \( Y = \{Y_n\}_{n=1}^N \). To each low dimensional variable \( X_n \in \mathbb{R}^L \) corresponds a high dimensional variable \( Y_n \in \mathbb{R}^D \) with \( L \ll D \). We consider the hybrid Gaussian locally-linear mapping (hGLLiM) framework proposed in [25] that treats each \( X_n \) as a partially latent variable, namely:

\[
X_n = \begin{bmatrix} T_n \\ W_n \end{bmatrix},
\]  
(1)

\(^1\)hybrid refers to the observed and latent structure of the response variable \( X_n \).
where \( T_n \in \mathbb{R}^{L_1} \) is observed and \( W_n \in \mathbb{R}^{L_w} \) is latent, with \( L = L_1 + L_w \). Let us consider \( \{x_n\}_{n=1}^N \) and \( \{y_n\}_{n=1}^N \), where \( (y_n, x_n) \) is a realization of \( (Y_n, X_n) \), such that \( y_n \) is the noisy image of \( x_n \) obtained from a \( K \)-component locally-affine transformation. This is modeled by introducing the latent variable \( Z_n \in \{1, \ldots, K\} \) such that:

\[
Y_n = \sum_{k=1}^K \mathbb{I}(Z_n = k)(A_k X_n + b_k + E_k)
\]  

(2)

where \( \mathbb{I} \) is the indicator function, matrix \( A_k \in \mathbb{R}^{D \times L} \) and vector \( b_k \in \mathbb{R}^D \) define an affine transformation and \( E_k \in \mathbb{R}^D \) is an error term capturing both the observation noise in \( p \) and the reconstruction error due to the local affine approximation. Under the assumption that \( E_k \) is a zero-mean Gaussian variable with covariance matrix \( \Sigma_k \in \mathbb{R}^{D \times D} \) that does not depend on \( X_n, Y_n, \) and \( Z_n \), we obtain:

\[
p(Y_n = y_n|X_n = x_n; Z_n = k; \theta) = \mathcal{N}(y_n; A_k x_n + b_k, \Sigma_k)
\]  

(3)

where \( \theta \) is the set of all the model parameters. It has to be noticed that the roles of the input and of the output (or response) variables are interchanged, i.e., the low-dimensional variable \( X_n \) is the regressor.

To complete the definition and enforce the affine transformations to be local, each \( X_n \) is assumed to follow a mixture of \( K \) Gaussians defined by

\[
p(X_n = x_n|Z_n = k; \theta) = \mathcal{N}(x_n; c_k, \Gamma_k)
\]  

(4)

with means \( c_k \in \mathbb{R}^L \) and covariance matrices \( \Gamma_k \in \mathbb{R}^{L \times L} \). In the standard hGLLiM model, a multinomial prior

\[
p(Z_n = k; \theta) = \pi_k
\]  

(5)

is used on the hidden variable \( Z_n \). An efficient closed-form EM algorithm [25], provides maximum likelihood estimates of the parameters \( \theta = \{\pi_k, c_k, \Gamma_k, A_k, b_k, \Sigma_k\} \) given the observed training data \( \{y_n, t_n\}_{n=1}^N \).

### A. Inverse Regression Strategy

Once the parameter vector \( \theta \) has been estimated, one obtains an inverse regression from \( \mathbb{R}^L \) (low-dimensional space) to \( \mathbb{R}^D \) (high-dimensional space), using the following inverse conditional density:

\[
p(Y_n = y_n|X_n = x_n; \theta) = \frac{1}{\sum_{k=1}^K p(Z_n = k) \mathcal{N}(x_n; c_k, \Gamma_k)} \mathcal{N}(y_n; A_k x_n + b_k, \Sigma_k).
\]  

(6)

The forward regression of interest, i.e., from \( \mathbb{R}^D \) (the high dimension) to \( \mathbb{R}^L \) (the low dimension), is obtained from the forward conditional density:

\[
p(X_n = x_n|Y_n = y_n; \theta) = \frac{1}{\sum_{k=1}^K p(Z_n = k) \mathcal{N}(y_n; c_k^*, \Gamma_k^*)} \mathcal{N}(x_n; A_k^* y_n + b_k^*, \Sigma_k^*).
\]  

(7)

The latter involves the forward regression parameters:

\[
\theta^* = \{c_k^*, \Gamma_k^*, A_k^*, b_k^*, \Sigma_k^*\}_{k=1}^K
\]  

(8)

that can be analytically derived from the inverse regression parameters \( \theta \) that were previously learned:

\[
\pi_k^* = \pi_k,
\]  

(9)

\[
c_k^* = A_k c_k + b_k,
\]  

(10)

\[
\Gamma_k^* = \Sigma_k + A_k \Gamma_k A_k^\top,
\]  

(11)

\[
A_k^* = \Sigma_k^\top A_k \Sigma_k^{-1},
\]  

(12)

\[
b_k^* = \Sigma_k^\top \Gamma_k^{-1} c_k - A_k^\top \Sigma_k^{-1} b_k.
\]  

(13)

\[
\Sigma_k^* = (\Gamma_k^{-1} + A_k^\top \Sigma_k^{-1} A_k)^{-1}.
\]  

(14)

Learning an inverse regression model to obtain the desired forward mapping is referred to as inverse regression strategy. This is motivated by a drastic reduction of the model’s size, making tractable its estimation. Indeed, if we consider that the error vectors \( E_k \) are modeled by isotropic Gaussian noise with equal variances, the dimension of the learned parameter vector \( \theta \) is \( O(DL + L^2) \), while it would be \( O(DL + D^2) \) using a forward model2.

### B. Estimating the Latent Dimension with BIC

The proposed model involves latent response variables \( W_n \) of dimensionality \( L_w \). The Bayesian information criterion (BIC) can be used to select a value for the latent dimension. Once a set of model parameters \( \theta \) has been learned, BIC can be computed as follows:

\[
BIC(\theta, N) = -2L(\hat{\theta}) + DL(\hat{\theta}) \log N,
\]  

(15)

where \( L \) denotes the observed-data log-likelihood and \( DL(\hat{\theta}) \) denotes the dimension of the complete parameter vector \( \hat{\theta} \). Assuming isotropic and equal noise covariance matrices \( \{\Sigma_k\}_{k=1}^K \), we have:

\[
DL(\hat{\theta}) = K(D(L_w + L_1 + 1) + L(L_1 + 3)/2 + 1),
\]  

(16)

\[
\hat{L}(\hat{\theta}) = \sum_{n=1}^N \log p(y_n, t_n; \hat{\theta}),
\]  

(17)

A natural way to define a value for \( L_w \) is, for a given value of \( K \), to train the model with different values of \( L_w \), and select the value minimizing BIC. We will refer to the corresponding method as hGLLiM-BIC. While being computationally demanding, the BIC parameter selection procedure has the advantage of not requiring manually setting \( L_w \).

### III. VARIATIONAL EM FOR THE SPATIAL MARKOV MODEL

In this section we propose and derive an extension of hGLLiM that accounts for spatially located variables, i.e., \( Y_n \) is defined at the sites of hyper-spectral data, where each site \( n \in S = \{1 \ldots N\} \) typically corresponds to a graph vertex or to a pixel. The novelty of the model proposed in this paper with respect to [25] lies in the explicit spatial dependencies which

2Recall that \( L \ll D \).
are modeled by introducing the assumption that variables \( Z \) are distributed according to a discrete Markov random field (MRF) on \( S \) with pairwise potentials. The multinomial prior (5) is therefore replaced by:

\[
p(Z = z; \psi) = \mathcal{K}(\psi)^{-1} \exp(H(z; \psi)) \tag{18}
\]

with \( H \) the energy function \( H(z; \psi) = \sum_{n=1}^{N} (\alpha_n + \frac{\beta}{2} \sum_{m \in \Omega(n)} \mathbb{I}(z_n = z_m)) \) and the normalizing constant \( \mathcal{K}(\psi) = \sum_{z} \exp(H(z; \psi)). \) In these expressions, \( \Omega(n) \) denotes the neighbors of site \( n \) in \( S \) (typically the vertices linked to \( n \) by an edge), \( \psi = \{\alpha, \beta\} \), \( \alpha = (\alpha_1, \ldots, \alpha_K) \) is a vector of external field parameters and \( \beta \) is a scalar interaction parameter. In practice, a constraint on \( \alpha \) is required to avoid identifiability issues. Thus, we assume \( \alpha_1 = 0. \) We also assume that variables from different site locations \( \{(X_n, Y_n)\}_{n=1}^{N} \) are conditionally independent given \( \{Z_n\}_{n=1}^{N}. \) Therefore, the parameters of this model are \( \phi = \{\theta, \psi\} \) defined by:

\[
\theta = \{c_k, \Gamma_k, A_k, b_k, \Sigma_k\}_{k=1}^{K} \tag{19}
\]

\[
\psi = \{\alpha, \beta\} \tag{20}
\]

Because \( X_n \) defined in (1) is a partially-latent variable, the parameter estimation procedure exploits observed pairs \( \{(y_n, t_n)\}_{n=1}^{N} \) while being constrained by the presence of the latent variables \( W_n. \) The decomposition of \( X_n \) into observed and latent components implies that the model parameters \( c_k, \Gamma_k \) and \( A_k \) must be decomposed as well. Assuming the independence of \( T \) and \( W \) given \( Z \), this gives:

\[
c_k = \begin{bmatrix} c_{\text{w}}_k \\ c_{\text{w}}_k \end{bmatrix}, \Gamma_k = \begin{bmatrix} \Gamma_{\text{w}}_k & 0 \\ 0 & \Gamma_{\text{w}}_k \end{bmatrix}, A_k = \begin{bmatrix} A_{\text{w}}_k & A_{\text{w}}_k \end{bmatrix}.
\]

Considering the complete data, with observed variables \( (Y_n, T_n)_{n=1}^{N} \) and hidden variables \( (Z_n, W_n)_{n=1}^{N}, \) the corresponding expectation-maximisation (EM) algorithm is intractable due to the complex Markovian dependencies between variables \( Z_n. \) Therefore, we resort to a variational approximation which consists of approximating the true posterior \( p(w, z | y, t, \phi) \) by a distribution \( q_{W,Z}(w, z) \) which factorizes as:

\[
q_{W,Z}(w, z) = \prod_{n=1}^{N} q_{W_n,Z_n}(w_n, z_n).
\]

From this factorization follows a variational EM (VEM) parameter learning procedure which consists of \( N \) successive E-steps denoted by \( E(W_n, Z_n) \) for \( n = \{1, ..., N\}, \) followed by variational M-steps.

A. Variational E-(\( W_n, Z_n \)) step

Given current parameters values \( \phi^{(i)} \) and distribution \( q_{W,Z}^{(i)} \), the \( E(W_n, Z_n) \) step consists of computing the probability distribution \( q_{W_n,Z_n}^{(i+1)}(w_n, z_n) \) which is proportional to:

\[
\exp \left( E_{q_{W \setminus n},Z \setminus n}^{(i)} \left[ \log p(w_n, z_n | y, t, W \setminus n, Z \setminus n; \phi^{(i)}) \right] \right) \tag{21}
\]

where \( W \setminus n \) (resp. \( Z \setminus n \)) denotes the variables \( \{W_m, m = 1 : N, m \neq n\} \) (resp. \( \{Z_m, m = 1 : N, m \neq n\} \)). It follows from (21) that we can also write:

\[
q_{W_n,Z_n}^{(i+1)}(w_n, z_n) = q_{W_n,Z_n}^{(i+1)}(w_n | z_n) q_{Z_n}^{(i+1)}(z_n) \tag{22}
\]

where:

\[
q_{Z_n}^{(i+1)}(z_n = k) = \frac{\alpha^{(i)}_k}{\alpha^{(i)}_k + \beta^{(i)} \sum_{m \in \Omega(n)} q_{Z_m}^{(i)}(k)} \tag{23}
\]

\[
\beta^{(i)} = \sum_{l=1}^{K} \sum_{m \in \Omega(n)} \sum_{l \neq i} p(y_n, t_n | z_n = l; \theta^{(i)}) \exp(\alpha^{(i)}_l + \beta^{(i)} \sum_{m \in \Omega(n)} q_{Z_m}^{(i)}(l)) \tag{24}
\]

\[
q_{W_n,Z_n}^{(i+1)}(w_n | z_n = k) = \mathcal{N}(w_n; \mu_{nk}^{w}, \Sigma_{nk}^{w}) \tag{25}
\]

B. Variational M-Steps

The variational M-steps consist in estimating the parameters \( \phi = \{\theta, \psi\} \) that maximize the expectation:

\[
E_{q_{\theta, \psi}}^{(i+1)}[\log p(y, t, W, Z; \theta, \psi)]. \tag{26}
\]

It follows that the update of parameters in \( \theta \) is identical to that of the standard hGLLiM EM [25], where the posterior densities \( p(Z_n = k | y_n, t_n, \theta^{(i)}) \) are now replaced by the variational distributions \( q_{Z_n}^{(i+1)}(z_n = k). \) As in [25], the update of noise covariance matrices \( \{\Sigma_k\}_{k=1}^{K} \) depends on the way they are constrained. In practice, we enforce isotropic covariances for all \( k \) in order to avoid over-parameterization.

Once \( \theta \) has been updated, the proposed MRF model induces an additional M-step for the update of \( \psi = \{\alpha, \beta\}. \) This step does not admit an explicit closed-form expression but can be solved numerically using gradient descent schemes. It is straightforward to show that the maximization of (26) in \( \psi \) admits a unique solution. Indeed, it is equivalent to solve:

\[
\psi^{(i+1)} = \arg \max_{\psi} E_{q_{\theta}^{(i+1)}}[\log p(Z; \psi)] \tag{27}
\]

Denoting the gradient vector and Hessian matrix respectively by \( \nabla \psi \) and \( \nabla^2 \psi \), it comes:

\[
\nabla \psi E_{q_{\theta}^{(i+1)}}[\log p(Z; \psi)] = E_{q_{\theta}^{(i+1)}}[\nabla \psi H(Z; \psi)] - E_{p(y, t; \psi)}[\nabla \psi H(Z; \psi)] \tag{28}
\]

\[
\nabla^2 \psi E_{q_{\theta}^{(i+1)}}[\log p(Z; \psi)] = E_{q_{\theta}^{(i+1)}}[\nabla^2 \psi H(Z; \psi)] - E_{p(y, t; \psi)}[\nabla^2 \psi H(Z; \psi)] \tag{29}
\]

The last expectations in (28) and (29) are taken over the Potts prior (18). It follows that whenever \( H(z; \psi) \) is linear in \( \psi, \)
\( \nabla^2 \psi \mathcal{H}(Z; \psi) \) is zero, the Hessian matrix is a semi-definite negative matrix and the function to optimize is concave. Unfortunately, due to the intractable normalizing constant \( \mathcal{K} \), expressions (28) and (29) are not directly available. It is necessary to approximate the terms involving the true MRF prior \( p(z; \psi) \) using an approximation. A natural approach is to use:

\[
q^{\text{prior}}_Z(z; \alpha, \beta) = \prod_{n=1}^{N} q^{\text{prior}}_{Z_n}(z_n; \alpha, \beta)
\]  

(30)

with \( q^{\text{prior}}_{Z_n}(z_n; \alpha, \beta) \) defined by:

\[
q^{\text{prior}}_{Z_n}(z_n = k; \alpha, \beta) = \frac{\exp(\alpha_k + \beta \sum_{m \in \Omega(n)} q^{(i)}(m)(k)) \prod_{l=1}^{K} \exp(\alpha_l + \beta \sum_{m \in \Omega(n)} q^{(i)}(l)(k))}{\sum_{n=1}^{N} \sum_{m \in \Omega(n)} (q^{(i)}(1)(k) - q^{\text{prior}}_{Z_n}(k; \alpha, \beta))}
\]  

(32)

This MRF prior approximation induced by the posterior variational approximation has been proposed in [30] and also exploited in [31]. It follows that the gradient in (28) can be approximated by (with \( \alpha_l = 0 \)):

\[
\frac{1}{2} \sum_{n=1}^{N} \sum_{m \in \Omega(n)} \sum_{k=1}^{K} \left( q^{(i+1)}(k) q^{(i+1)}(k) - q^{\text{prior}}_{Z_n}(k; \alpha, \beta) \right) - \sum_{n=1}^{N} \sum_{k=1}^{K} \left( q^{(i+1)}(2) - q^{\text{prior}}_{Z_n}(2; \alpha, \beta) \right)
\]

C. Inverse Regression Strategy with Markov Random Fields

With this proposed MRF extension of hGLLiM, the derivation of the desired forward conditional density (7) is less straightforward. Indeed, while equations (7)-(8) remain valid, they now involve the marginal of the MRF prior \( p(Z_n = k) \) which is known to be hard to compute (see (18)). Approximations are required and a natural candidate is \( q^{\text{prior}}_{Z_n}(k) \) which has to be computed iteratively using the variational EM algorithm with \( \theta \) (or \( \theta^* \)) held fixed. Note that \( \alpha \) could also either be set fixed to the learned values or re-estimated. At iteration (i), for each \( n \), given current values for \( \alpha^{(i)}, \beta^{(i)} \) and \( q^{(i)}_{Z_n}(k), q_{Z_n}(k) \) is updated using:

\[
q^{(i+1)}_{Z_n}(z_n = k) = \frac{p(y_n|z_n = k; \theta^*) \exp(\alpha^{(i)}(k) + \beta^{(i)} \sum_{m \in \Omega(n)} q^{(i)}_{Z_m}(k))}{\sum_{l=1}^{K} p(y_n|z_n = l; \theta^*) \exp(\alpha^{(i)}(l) + \beta^{(i)} \sum_{m \in \Omega(n)} q^{(i)}_{Z_m}(l))}
\]  

(33)

Although the update formula for \( q_{Z_n}(k) \) is synchronous, an asynchronous update is known to be more efficient. Then parameters \( \alpha^{(i+1)}, \beta^{(i+1)} \) are obtained by solving (27) as explained in Section III-B. At algorithm convergence, \( p(Z_n = k) \) is set as:

\[
p(Z_n = k) \approx q^{\text{prior}}_{Z_n}(k; \alpha^{(\infty)}, \beta^{(\infty)}) = \frac{\exp(\alpha^{(\infty)}(k) + \beta^{(\infty)} \sum_{m \in \Omega(n)} q^{(\infty)}_{Z_m}(k))}{\sum_{l=1}^{K} \exp(\alpha^{(\infty)}(l) + \beta^{(\infty)} \sum_{m \in \Omega(n)} q^{(\infty)}_{Z_m}(l))}
\]  

(34)

When required, a response \( x_n \) corresponding to an input \( y_n \) can be obtained using the expectation of \( p(X_n = x_n|Y_n = y_n) \) that can be approximated using:

\[
E[x_n|y_n; \theta^*, \psi] \approx \sum_{j=1}^{K} \sum_{k=1}^{K} q^{(\infty)}_{Z_n}(k; \alpha^{(\infty)}, \beta^{(\infty)}) \mathcal{N}(y_n; c_{j}, \Gamma_{k}) (A_{j} y_n + b_{k}).
\]  

(35)

D. Prediction with spatial constraints: MRF-hGLLiM

To complete this section, we provide an overview of the proposed procedure implementing the inverse regression strategy while accounting for spatial interactions. It divides into two steps, a learning step followed by a prediction step. Each step is summarized below:

**Spatial inverse-regression learning:**

- Training observed data: \( \{ (y_n, t_n) \}_{n=1}^{N} \);
- Missing variables: \( \{ (W_n, Z_n) \}_{n=1}^{N} \);
- Model: MRF-hGLLiM (hybrid Gaussian locally linear mapping with spatial constraints) defined by (1), (3), 4, and (18);
- Parameters: \( \theta = \{ c_{k}, \Gamma_{k}, A_{k}, b_{k}, \Sigma_{k} \} \) and \( \psi = \{ \alpha, \beta \} \);
- Estimation procedure: VEM (section III);
- Output:
  - \( \hat{\theta} \): estimated inverse regression parameters \( \theta \),
  - \( \hat{\theta}^* \): estimated forward regression parameters \( \theta^* \), defined by (10) to (14), and \( \hat{\psi} \): estimated Markov parameters \( \psi \).

**Spatial forward-prediction:**

- Observed data: \( \{ \tilde{y}_{n} \}_{n=1}^{N} \) (no observed \( \{ \tilde{t}_{n} \}_{n=1}^{N} \));
- Missing variables: \( \{ (X_n, Z_n) \}_{n=1}^{N} \) with \( X_n = [T_n; W_n] \);
- Model: MRF-hGLLiM with \( \theta \) fixed to \( \hat{\theta} \);
- Estimation procedure: VEM (section III) with no M-\( \theta \) step (\( \theta \) fixed to \( \hat{\theta} \)) which reduces to the procedure described in section III-C;
- Output:
  - \( \psi = \{ \hat{\alpha}, \hat{\beta} \} \),
  - Estimated predictions for \( \{ x_{n} \}_{n=1}^{N} \), i.e., \( \tilde{x}_{n} = E[X_n|\tilde{y}_{n}; \hat{\theta}^*, \hat{\psi}] \) computed using approximation (35).

IV. RETRIEVING MARS PHYSICAL PROPERTIES FROM HYPER-SPECTRAL IMAGES

In order to evaluate the proposed model, we use a database composed of synthetic spectra with their associated physical
parameter values. This database was generated using the radiative transfer model presented in [11] in order to investigate hyperspectral images collected from the imaging spectrometer OMEGA [1] onboard of the Mars Express spacecraft. The synthetic dataset is composed of 15,407 spectra associated with five physical parameter values, namely:

(i) proportion of water ice (Prop. H$_2$O),
(ii) proportion of CO$_2$ ice (Prop. CO$_2$),
(iii) proportion of dust (Prop. Dust),
(iv) grain size of water ice (Size H$_2$O), and
(v) grain size of CO$_2$ ice (Size CO$_2$).

Each spectrum is made of 184 wavelengths. Compared to other available hyper-spectral image databases, e.g. [32], [33], this one combines several desirable features, making it suitable for the evaluation of the proposed model for the following reasons. First, the radiative transfer model can be used to generate as much data as required to reliably estimate the model parameters. Second, generated spectra present a highly non-linear relationship with underlying physical parameters. Third, the associated real hyper-spectral images of Mars surface contain spatial dependencies between neighboring pixels.

A. Hybrid-GLLiM Evaluation on Synthetic Individual Spectra

In order to numerically evaluate the performances of MRF-hGLLiM on the synthetic data, we adopted a cross-validation strategy: one part of the synthetic database is used for training and the remaining part is used for testing. Note that because all these spectra were generated independently, there are no spatial dependencies present in the training dataset. Therefore, the value of the MRF interaction parameter $\beta$ was set to 0 in that case, i.e., no neighborhood dependencies are accounted for during training. With this setting, the proposed MRF-hGLLiM and hGLLiM models are equivalent. The synthetic data are used, firstly to learn an inverse low-dimensional to high-dimensional regression function between physical parameters and spectra from the database, and secondly to estimate the unknown physical parameters corresponding to a newly observed individual spectrum and using the forward mapping (35), where $q_{Z_m}^{\text{prior}}(k)$ is replaced by $e^{\text{new}}$, or equivalently $\pi_k$.

The hGLLiM algorithm was compared to JGMM (joint Gaussian mixture model) [20], MLE (mixture of linear experts) [19], SIR (sliced inverse regression) [16] and RVM (multivariate relevance vector machine) [24]. When a value $L_w > 0$ is used for training, we denote by hGLLiM-$L_w$ the hybrid GLLiM algorithm. As shown in [25], JGMM and MLE are equivalent to hGLLiM-0 with covariance matrices $(\Sigma_k)_{k=1}^K$ being respectively unconstrained and diagonal. SIR is used with one (SIR-1) or two (SIR-2) principal axes for dimensionality reduction, 20 slices$^3$, and polynomial regression of order three$^4$. SIR quantizes the low-dimensional data $X$ into slices or clusters which in turn induces a quantization of the $Y$-space. Each $Y$-slice (all points $y_n$ that map to the same $X$-slice) is then replaced with its mean and PCA is carried out on these means. The resulting dimensionality reduction is then informed by $X$ values through the preliminary slicing. RVM may be viewed as a multivariate probabilistic formulation of support vector regression [34]. As with any kernel method, RVM critically depends on the choice of a kernel function. Using the authors’ publicly available software$^5$, we ran preliminary tests to determine an optimal kernel choice for each dataset under consideration. We tested 14 kernels with 10 different scales, ranging from 1 to 30, resulting in a total of 140 kernels for each dataset.

As already mentioned an objective evaluation is performed using cross-validation. A total of 10,000 training input-output couples are randomly selected twenty times as the training set, and the 5,407 remaining spectra are used for testing. For all models, the training data are normalized to zero mean and unit variance. Normalization is then reversed on test data and estimated output to obtain the final results. This normalization showed to significantly improve the performances of all methods. We use $K = 50$ for MLE, hGLLiM and JGMM. MLE and JGMM are constrained with isotropic covariance matrices as this parametrization achieves the best results. For RVM, a third degree polynomial kernel with scale 6 is selected as the top performing among 140 tested kernels using cross-validation.

As a quality measure of the estimated parameters, we compute the normalized root mean-square error (NRMSE) which quantifies the difference between estimated and ground-truth parameter values $\hat{t}_m$ and $t_m$:

$$\text{NRMSE} = \sqrt{\frac{\sum_{m=1}^M (\hat{t}_m - t_m)^2}{\sum_{m=1}^M (t_m - \bar{t})^2}}$$

with $\bar{t} = \frac{1}{M} \sum_{m=1}^M t_m$. (36)

NRMSE is normalized thus enabling direct comparison between the parameters which are of very different range: closer to zero, more accurate the predicted values.

a) Fully Observed Output: Using these different regression models, from 184-dimensional spectra, we start by retrieving the five parameter values, namely, proportion of water ice (Prop. H$_2$O), proportion of CO$_2$ ice (Prop. CO$_2$), proportion of dust (Prop. Dust), grain size of water ice (Size H$_2$O), and grain size of CO$_2$ ice (Size CO$_2$). The training is done with synthetic spectra annotated with the five parameters, and hence output variables are fully observed. Results obtained with the five methods are summarized in Table I. MLE and hGLLiM perform similarly and outperform the three other methods in estimating each parameter. The average training time of MLE was 12.6 seconds and the average training time of hGLLiM was 18.9 seconds using our Matlab implementation. In this task, as expected, using 1 or 2 additional latent components in hGLLiM only shows a slight improvement compared to MLE, since the output is fully observed during training. Notice that the obtained mean NRMSE with the proportion of water (Table I, column 2) and the grain size of CO$_2$ (Table I, column 6) parameters are very large, i.e., above 0.5 for all methods. This

$^3$The number of slices is known to have very little influence on the results.
$^4$Higher orders did not show significant improvements in our experiments.
$^5$http://www.mvrvm.com/Multivariate_Relevance_Vector
suggested that the relationship between these parameters and observed spectra is complex and hard to learn.

b) Partially Latent Output: In order to fully illustrate the potential of hybrid GLLiM, we deliberately ignore the values of two of the five parameters in the database and treat these two parameters as latent variables. We chose to ignore the proportion of water ice and the grain size of CO$_2$ ice since they yield the worst reconstruction errors when they are fully observed (see Table I). A previous study [10] reveals that these two parameters are sensitive to the same wavelengths and are suspected to mix with the other three parameters in the radiative transfer model used to generate the synthetic data. Therefore, not only that they are difficult to estimate, but they also seem to affect the estimation of the three other parameters.

Table II shows NRMSE values obtained for the three remaining parameters. The ground-truth latent variable dimension is $L^*_w = 2$, and accordingly, the empirically best latent dimension for hGLLiM is $L^*_w = 2$. hGLLiM-2 outperforms all the other methods on that task, more precisely the error is 36% lower than the second best-performing method, RVM, closely followed by MLE. No significant difference is observed between hGLLiM-2 and hGLLiM-3. The average training time of MLE was 12.2 seconds and the average training time of hGLLiM was 18.8 seconds using our Matlab implementation. Due to the computation of the $D \times D$ kernel matrix, the training time of RVM was about 10 times larger.

We also tested the selection of the latent dimension ($L_w$).

![Ground truth and estimated dust concentration maps with MRF-hGLLiM and hGLLiM using synthetic hyper-spectral images. For visualization purpose, the image color dynamics have been adjusted to emphasize the differences.](image)
TABLE III

<table>
<thead>
<tr>
<th>Method</th>
<th>Prop. H$_2$O</th>
<th>Prop. CO$_2$</th>
<th>Prop. Dust</th>
<th>Size H$_2$O</th>
<th>Size CO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>hGLLiM-0</td>
<td>0.27 ± 0.02</td>
<td>0.25 ± 0.03</td>
<td>0.26 ± 0.05</td>
<td>0.24 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>MRF-hGLLiM-0</td>
<td>0.25 ± 0.03</td>
<td>0.25 ± 0.03</td>
<td>0.23 ± 0.03</td>
<td>0.23 ± 0.04</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Proportions obtained with our method (hGLLiM-2) and three other methods. The data correspond to hyper-spectral images grabbed from two different viewpoints of the South polar cap of Mars. Top rows: orbit 41; Bottom rows: orbit 61. White areas correspond to unexamined regions, where the synthetic model does not apply.
Fig. 3. Qualitative results obtained with MRF-hGLLiM-2 for orbit 41. Top row: Each pixel \( n \) is colored according to the class \( k \) maximizing \( p(Z_n = k | Y_n = y_n; \phi) \) (each class index is assigned an arbitrary color). Middle row: Proportion of CO\(_2\) ice. Bottom row: Proportion of Dust. Concentration color codes are the same as in Fig. 2. To better appreciate the smoothing effect, a zoomed region is shown.

Fig. 4. Qualitative results obtained with MRF-hGLLiM-2 for orbit 61. Top row: Each pixel \( n \) is colored according to the class \( k \) maximizing \( p(Z_n = k | Y_n = y_n; \phi) \) (each class index is assigned an arbitrary color). Middle row: Proportion of CO\(_2\) ice. Bottom row: Proportion of Dust. Concentration color codes are the same as in Fig. 2. To better appreciate the smoothing effect, a zoomed region is shown for each orbit.

based on BIC (Section II-B). For each training set, the hGLLiM-BIC method minimizes BIC with the latent dimension in the range \( 0 \leq L_w \leq 20 \), and used the corresponding model to perform the regression. Interestingly, hGLLiM-BIC performed very well on these large training sets \( (N = 10,000) \) as it correctly selects \( L_w = 2 \) for the 20 training sets used by BIC (the BIC selection could differ with the training set), yielding the same results as those obtained with hGLLiM-2. Interestingly, notice how hGLLiM and almost all the methods benefit from removing the “faulty” parameters that are difficult to estimate. In all cases, a slight performance increase for the reconstruction of the remaining three others parameters is observed when comparing to the results of Table I.

### B. MRF-hGLLiM Evaluation on Synthetic Hyper-spectral Images

The data used in the previous section is not spatial, in the sense that there is no dependency between the different vectors of observations. In order to assess the advantage of the proposed MRF extension of hGLLiM when spatial dependencies exist, we synthesized 50 hyper-spectral images from the synthetic spectra dataset presented in the previous section. We generated \( 400 \times 300 \) pixel images consisting of \( 12 \) \((4 \times 3)\) square regions (see Figure 1), where each region corresponds to a set of similar underlying physical parameters. More specifically, for each region, a vector of
physical parameters in $\mathbb{R}^{L_p}$ was picked, and the region was filled with this vector as well as its 15 nearest neighbors in the dataset. A synthetic hyper-spectral image was then generated from associated spectra, and corrupted with additive white Gaussian noise with a signal-to-noise-ratio of 6 dB.

We first learned the model parameters $\theta$ using hGLLiM-0 (equivalent to MLE [19]) and 10,000 individual spectra associated to all 5 physical parameters, as explained in the previous section. We then compared the performance of MRF-hGLLiM-0 when $\beta$ was automatically estimated from the test images (section III-C) and when $\beta$ was set to 0, i.e. no spatial dependency, which corresponds to hGLLiM-0. The spectra used in the 50 test synthetic images were outside the training set. The MRF prior was incorporated using a 8-pixel neighborhood and MRF-hGLLiM-0 estimated $\beta$ values comprised between 2.8 et 3.1 for these synthetic images. Table III shows the NRMSE obtained with both methods. The use of spatial dependencies significantly reduced the estimation errors for all concentrations, in all 50 test images. For each image, the averaged across pixels errors were computed for both hGLLiM-0 and MRF-hGLLiM-0 and the corresponding two samples of size 50 were compared using a paired t-test. The test confirmed a highly significant gain in favor of MRF-hGLLiM-0. The average computational time for a 100 $\times$ 100 test image is 220s using hGLLiM-0 and 550 using MRF-hGLLiM-0 with our Matlab implementation.

C. Real Mars Hyper-spectral Images

We now investigate the potential of the proposed MRF-hGLLiM method using a dataset of real hyper-spectral images collected from the imaging spectrometer OMEGA instrument [1] on board of the Mars Express spacecraft. We adopt the evaluation protocol proposed in [10]. An adequately selected subset of 6,983 spectra of the synthetic database is used for model training. Then, trained models are applied to the real data made of observed spectra acquired from satellite hyper-spectral sensors. For evaluation, we focus on data from Mars’s South polar cap. Since ground-truth for the physical properties of Mars’s South pole regions is not currently available, we consider a qualitative evaluation by comparing five models: hGLLiM-2, MRF-hGLLiM-2, and the three best performing methods, among the tested ones, namely RVM, MLE and JGMM.

First, hGLLiM-2, RVM, MLE and JGMM are used to extract physical parameters from two hyper-spectral images of the same area but seen from two slightly different view points (orbit 41 and orbit 61). Since responses are proportions with values between 0 and 1, values smaller than 0 or higher than 1 are not admissible and hence they are set to either one of the closest bounds. In the real data setting, the best performance is achieved when no data mean-variance normalization is performed, and using $K = 10$ for hGLLiM-2, MLE and JGMM. As it can be seen in Fig. 2, hGLLiM-2 estimates proportion maps with similar characteristics for the two view points, which suggests a good model-response consistency. Such a consistency is not observed with the other three tested methods. Furthermore, RVM and MLE result in a much larger number of values outside the admissible interval [0, 1]. Moreover, hGLLiM-2 is the only method featuring less dust at the South pole cap center and higher proportions of dust at the boundaries of the CO2 ice, which matches expected results from planetology [35]. Finally, note that the proportions of CO2 ice and dust clearly seem to be complementary using hGLLiM-2, while this complementarity is not obviously noticed when using the other methods.

Despite these satisfying qualitative results, hGLLiM-2 produces less regular maps than the other methods. This is particularly true for orbit 41, as can be seen in the top rows of Fig. 2(a) and (b). This does not match physical expectations since chemical proportions should vary rather smoothly in space. To address this issue, we use MRF-hGLLiM-2 by exploiting the MRF-forward mapping (35).

The MRF-hGLLiM-2 model is trained using synthetic data without accounting for the spatial dependencies ($\beta$ set to 0). This training results in a model equivalent to hGLLiM-2. However, during testing, the MRF prior is enforced using an 8-pixel neighborhood. For illustration purpose, the parameter $\beta$ is empirically set to control spatial smoothness of the resulting physical parameter map. According to the MRF prior model, the larger the value of $\beta$, the smoother the resulting parameter field.

We compare the outputs of hGLLiM-2 and MRF-hGLLiM-2 with different interaction parameter values $\beta$. The top rows of Fig. 3 and Fig. 4 color each pixel according to the class $k$ maximizing $P(Z_n = k|Y_n = y_n; \phi)$. By progressively increasing $\beta$ from 0 to 500, isolated points are removed, thus creating larger and larger image regions associated to a single class. As it can be seen in Fig. 3, this has the desired smoothing effect on the resulting proportion maps. Interestingly, MRF-hGLLiM-2 yields smoother maps than hGLLiM-2 while preserving its desirable qualitative performances, e.g., higher proportions of dust at boundaries and complementarity of CO2 and dust proportions. Notice that $\beta$ has a less significant effect on proportions obtained at orbit 61, e.g., Fig. 4, since hGLLiM-2 already yields quite smooth maps for this orbit.

V. CONCLUSIONS

In this paper, we proposed a Gaussian mixture of locally-affine regression model that maps a high-dimensional space of hyper-spectral observations onto a low-dimensional space of physical parameters. Spatial regularity is enforced and integrated into the model through an MRF prior on the Gaussian-mixture hidden variables. Model learning is achieved via a variational expectation-maximization procedure that is fully derived and described in detail. Model evaluation is conducted using both simulated data and real hyper-spectral images from the Mars Express satellite sensors. The proposed approach outperforms four state-of-the-art regression methods. Furthermore, when applied to actual images of the Mars South pole, our model produces spatially-regular and smooth maps in accordance with the MRF constraints.
As a first model extension, we will investigate its application to the hyper-spectral un-mixing problem. In this context, we will design experimental setups to study the ability of the model to partially estimate hyper-spectral mixture components together with their corresponding proportions. Further research, in line with dynamical geophysical data-assimilation research [36], [37], will be to investigate generalizations of the model in order to process temporal sequences of observations. To this end, relevant dynamical models of physical phenomena driving hyper-spectral observation evolution will be investigated and integrated. Equipped with an MRF spatial prior and a temporal dynamical model, our formulation could be able to address missing-data interpolation problems which are ubiquitous in remote sensing [38].
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