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SHORT LOCAL DESCRIPTORS FROM 2D CONNECTED PATTERN SPECTRA
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ABSTRACT

We propose a local region descriptor based on connectedripatt
spectra, and combined with normalized central moments. deke
scriptors are calculated for MSER regions of the image, &wed t
performance compared against SIFT. The MSER regions were ch
sen because they can be efficiently selected by construatmgx-

tree, a structure used to calculate both descriptors andrrego-
ments. Experiments on the UCID database show an improvement
over SIFT in two out of five experimental setups, and comgarab
performance in two other experiments. The new descriptersialy

half the size of SIFT, resulting in times faster query times when
performing exact search on descriptor index built fra68 images. Fig. 1: The max-tree for (a) is shown on (b). Nodes are labeled with
upper level sets they correspond to, and the regions of therdgvel
sets are displayed besides the nodes.
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Index Terms— local region descriptors, pattern spectra, max-
tree, CBIR

2. KEYPOINT DETECTION AND DESCRIPTION
1. INTRODUCTION
2.1. Max-tree
The goal of content based image retrieval (CBIR) is retrigvim- . ) ) i
ages describing the same object or scene as the query from tfk@x-tree and min-tree hierarchies [13, 15] of images weeslder
database. Standard systems consist of keypoint detedgsnriptor ~ KeYPoint detection as well as the feature description. iper level
calculation and storage in an index. Different indexingesohs are ~ Seétat levelk of an imagel is a set of image pixels with gray level
used for database search [1-3]. The detection step eitieetse-  Valuesf(p) higher than a threshold, £* = {p € I|f(p) > k},
terest points or interest regions.We focus here on the igéiscrpart ~ Where each level set can comprise several connected comtgone
of the system which benefits from powerful local descriptiis All the connected components, or theak components™* (i
and use the well-established SIFT descriptors [5] to oltdiaseline  [TOM some index set) of the upper level ziéftare_ nested. They form
CBIR performance on a database. Future work will includeam & hierarchy represented by a max-tree (ff' Fig. 1), in whicloge
isons with SIFT extensions which improve performance [6-8] N, corres_ponds to the peak_componﬁﬁt _at Igvelk_

The proposed local descriptors are based on pattern spectr The m|n-t_ree can be obtained by consideringltveer Ievel_sets
commonly used in image analysis and classification [9] ared pr _Ek} of the image or by constructing a max-tree _of the inverted
viously used in CBIR as global descriptors [10, 11]. They ben image—1. The_se trees are constr_ucted first, after which they are used
efficiently computed using a mathematical morphology  témien both for selecting th(_e regions of |r_1terest among all tht_a teggons,
known as granulometry [12] on a max-tree hierarchy [13]. sThi and then for calculating the descriptors for the selectgbns.
makes them well suited for description of MSER regions [14jch
can be detected using the same structure. Extending [10ome  2.2. MSER detection
pute 2D size-shape pattern spectra locally, and combima thi¢h
normalized central moments for the regions of interest.s -
duces a rotation invariant descriptor half the size of SIHTicl
achieves competitive precision.

) . . - monly used detectors [5, 7].
We begin by explaining the detection and description pafits o ) ! .
the CBIR system, with the focus on how the max-tree is used for Extremal regions (maximal and minimal) correspond to thakpe

both tasks, In Se. 2. The experimental setup and he datake [ POREIS of PR 81 oner SYELeRE 1) and (oe. witen
for performance evaluation are detailed in Sec. 3 with tlselte y

analysis offered in Sec. 4. Possible directions for futucelwnare max-tre'e'and the min-tree [16]. As Suc,t],;- they are nestedfand
provided in Sec. 5. local minima of the stability functiorg(£"*), calculated for ele-

ments of a nested sequence (i.e. nodes on a single path ire&)e t
The collaboration between the authors was supported bylityariants ~ correspond to maximally Stib!e regions. This functiongatis the

from the Université européenne de Bretagne (UEB), FrendR ISdS from  rate of growth of the regiorf™* with the decrease of the threshold

CNRS, and an excellence grant EOLE from the Franco-Dutclvblét level k. A simplification used by many computer vision libraries

The Maximally Stable Extremal RegioBISER) detector was first
introduced by Matas et al. [14]. It responds to bright anckdar
“blobs” in the image, and is as such complementary to other-co




(e.g. VLFeat [17]) for lowering the computation time is used

_ |£k7A,i\£k,i|

k,i

(1)
where| - | denotes cardinality, withh being a detector parameter.

2.3. Attributes and filtering

To every node (region) in the tree, we can assitjributespertaining
to the characteristics of that node. An attribéfé-) is increasingif,
for two nested region£®* C £Y, its value is always greater for
the larger regionk (L) > K(L£""). Consequently, the attribute
value of a nodeK (n;) = K (£**), will be smaller than any of the
values of its ancestors. If this property does not hold, tibate

Table 1: Subsets of the UCID database used in experiments.

# categories / categories
examples selected
ucid5 31/5 all UCID categories
with > 5 examples
ucid4 4414 all UCID categories 4
ucid3 7713 all UCID categorie$> 3
ucid2 137 /2 all UCID categorie® 2
ucidl 262/1 all UCID categories

will produce alocal pattern spectrunfLPS), containing only infor-

is nonincreasing Out of all nonincreasing attributes, we are here mation derived from the region represented by that node.

interested in thetrict shapeattributes, which respond only to region
shape and are thus invariant to scaling, rotation, andlatos [12].

Previous work [10,11] and our own experiments suggest kigat t
lower attribute values carry more information; thus, a fithanic

We use here only the attributes that can be computed incremelinning is used for both attributes. However, determinimg bbinc

tally, that is the attribute values of the parent nodes caralmilated
based on the attribute values of their children, with onlgreiing
the new pixels in a region. We use the following attributes:

e Area: A(C’“'), the size of the region in pixels, which is an

increasing attribute.

e Binary region moments: based on raw region moments,

corresponding to the valueof an attribute is not trivial, and depends
on several parameters:

SV

¢ = log anm(vﬁ)v (2)

where Ny;i,s IS the number of bins used, atd’ the scale value at

we can derive center of mass, covariances, skewness @jhich the LPS is computed. Attribute values higher than iheeu

kurtosis [18].

n1,1,N2,0, 10,2, 10,4 aNdn4,o.
k,i
e Corrected noncompactness2r (-~

A(Lk,i)2

ki
+ A& an

We will use normalized central moments bound UB are discarded (both attributes used have a minimal value

of 1). An in-depth discussion of Eq. (2) and the experiments sup-
porting parameter choice is offered in [20],while we onlyegthe

elongation measure used as the (nonincreasing) shape 4P@l parameter choices here.

tribute, wherel (£*") is the moment of inertia of the region.

Without the correction factor% is equal to the first
moment invarianf = ps 0 + po,2 Of Hu [19].

Processing a tree, where we decide either to preserve ot eeje
node by comparing its attribute value to a threshilghy ;) > ¢ (or
using a more complex criterion), is calledikering. The reader is
referred to [10,12,13] for more details on the filtering &tgges, and
attribute filtering based on increasing and nonincreadiinipates.

2.4. Granulometries and pattern spectra

When using an increasing attribute, the resulting attelfiltering is
an attribute opening (i.e. anti-extensive, increasingidathpotent).
A set of such openings for increasing values of the threshadd

We setNy;,s = 10 for the area attribute, ant¥;,s = 6 for
noncompactness, yielding @-bin spectrum. We also found that
using & x 6 spectrum causes only a slight decrease in performance
(cf. Sec. 3 for the comparison), so a smaller spectrum carsée i
an even shorter descriptor is required.

For the noncompactnesE,B = 53 (or 56 for the9 x 6 version)
is also used folSV. These values are similar to the ones used for
GPS in CBIR 62 in [10] and53 in [11]). The area of each MSER
is used ad/B for the area attribute. In case of GPS, the image area
can be used fof'V [10, 11]. To keep the scale invariance property
of GPS, a samé&'V should be used for all LPS. However, it is hard
to find an optimalSV, which would work well for all selected re-
gions. By using a relativé V' equal to the region area, we lose scale
invariance but achieve better precision in all performgaeexnents
(see [20] for a discussion). The LPS remain both rotationtears-

called asize granulometrand satisfies the absorption property: after |ation invariant. like in [10, 11].

an attribute opening, another opening with a lower threshall
have no effect. We can consider a size granulometry as a sieels
of increasing grades, each passing only details of cerizés §10].

2.5. Algorithm

If we note the amount of detail removed between pairs of con-The system was implemented in C++. The max-tree structuge wa

secutive openings, we obtairsize pattern spectrunintroduced by
Maragos [9], size pattern spectra are 1D histograms cantathe
number of pixels or the sum of gray levels for a range of siass#s.
Rather than repeatedly filtering an image and computing iffer-d
ence, a connected pattern spectrum can be calculated igla pass
over a max-tree [10, 12]. More importantly for our purposéss

also possible to compute a histogram over different shapeseb
(i. e. ranges of shape attribute values), callsti@e-spectrurfl0].

Combining shape and size pattern spectra, we obtain sliepe-s

pattern spectra [10] corresponding to 2D histograms wheeeye
bin contains the information about the amount of image t&iaa
certain size-shape class. A 2-D size-shgjmbal pattern spectrum
(GPS) is calculated for the whole image. Calculating it foroale

used for both MSER detection and keypoint description. T n
recursive max-tree algorithm of [16] was used. This alloasatir-
rent computation of the MSER stability function (Eqg. (1})etarea
attribute and the moment of inertia, and the MSER. In ordetige
tinguish between descriptors based on dark and light pesfeectra,
an indicator value is appended to every maximal MSER descriptor,
andO for the minimal MSERs. The complete method is as follows:
e Compute the max-tree and min-tree according to [16].
e As the tree is built, compute the argd-), moment of inertia
I(-) and the stability functioq(-) for each nodeu ;.
e During the tree computation, select the local minima of
q(£F%) andq(Ly,;), forming the sets of maximal and mini-
mal MSER regiong mazMser} and{minMser}.
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Fig. 22 The mean average precisiorbaMAP @5) and precision dt (P@1) forucid5-ucid1datasets for varying category weights are shown

in (a)—(e). These results are summarized in (f), with onéyréssults for

e For each nodeuw,; € {mazMser} and the corresponding
regionL**, examine all the nodes; ; in the subtree:

— Set the pattern spectra mat$, , to zero

+x Compute size clagsfrom the area.

x Compute shape classfrom the corrected non-
compactness.

x Compute the gray level differenég between the
nodem, ; and its parent, and ad#, A(L**) to
Sny, (1, 8).
— Interpretthe matri¥,,, , as a descriptor vectdp(n,;),
and append the values d{ £5%), n1 1 (L*?), na 0 (L*?),
10,2 (ﬁk’i), ’I’L()’4(£k’i) andn4,o (ﬁk’z) to D(’I’Lk_’i).

— Append an indicator valug to the descriptoD (n,;).

e Dothe same for all the nodes,,; € {minMser} (appending
indicator valued).

¢ In addition to all the MSER descriptors, add both global pat-
tern spectra [11] corresponding to the whole image in the col
lection of descriptors for the image.

The resulting descriptors will have the length6sf, as we are com-
bining a pattern spectrum of lenggh, an indicator value depending
on if the feature came from the max-tree or the min-tree, adi-
ferent normalized central moments.

3. DATABASE AND EXPERIMENTAL SETUP

Since the large collections of high dimensional data suffan the
“curse of dimensionality”, it is needed to use approximai&rsh and
indexing schemes such as [1-3] in large scale CBIR. Here, ave w
to evaluate the performance of the new descriptor withoaitstde-
effects of approximate search, so we designed an expeiirssitip

the optimal weight displayed for every dataset

performing exact search and evaluating descriptor pedoo®. The
performance of LPS descriptors is compared to SIFT [5].

Different subsets of th&JCID database [21] were used in the
experiments. The whole database contaif88 images of size
512 x 384 pixels in 262 categories of different sizes. To equalize
the database entry sizes as much as possible, the numbeairof ex
ples per category is constant for each database subset.hdkerc
subsets allow observing the effects of increased databizsesd
decreasing number of example images (subsets used datailed
Tab. 1). Only the required number of database images was take
from larger categories in order provided by the ground truth

For all the database images, the MSER keypoint detectiocgris p
formed followed by descriptor calculation (LPS or SIFT).eTtie-
scriptors from all the images of the same category make ttabdae
entry for that category, with no difference made betweewrig®rs
coming from different images. A KD-Tree index [22] is buikiged
on the category descriptors, and saved for performing tesiem
using the FLANN library [23].

We then perform a query with image for every database cate-
gory. Keypoints are detected and their descriptors caledlfor the
query image. The index performs a kNN searkh={ 7) with each
descriptor from the query image. All of the neighbors wilsta
vote for the category they belong to as:

100
(L1(dsi, g5) +0.1) x |cat(ds)[*

vote(cat(d;)) = (3)
Here,q; is thej-th query descriptor and; thei-th nearest neighbor
for that descriptor.L1(d;, ¢;) refers to the distance between these
two descriptors andat(d;) to the database category df, with
|cat(d;)| being the number of descriptors. Finally, determines
the weight with which the category size will contribute.

Five categories with the highest vote scores are examined in
der to evaluate descriptor performance. The measures vdeause
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Fig. 4 A comparison between LPS usifl@® x 6 and9 x 6 bin-
ning. The difference in highest and lowest achieved pregigior

than with SIFT may be sufficient to achieve desired perfolcean

Based only on Fig. 2(f), our descriptors give comparablaltes
to the SIFT descriptors farcid5—ucid3 and perform slightly worse
for ucid2 However, these results should be considered jointly with
the experiments summarized in Fig. 3. When we decrease the nu
ber of examples in thecid5 and ucid4 datasets (making the clas-
sification problem harder), the LPS descriptors clearlyperform
SIFT on these datasets. On the last suhgatil, our method is sig-
nificantly outperformed by SIFT descriptors. However, tisidshe
dataset with the largest number of categories but only oaenpie
per category. Itis known that a certain minimal number ohegkes
(growing with the increase in the number of categories) dgiired,
otherwise the results of classification using such a modeldsa
pend on chance. Because of this, the results on this suleseotas
reliable as the results amcid5-ucid2 and further testing on larger
databases (including varying the number of categories ¢onatant
number of examples) has to be done.

We also looked into an alternate set of parameters, proguwcin
shorter descriptor. The performance comparison of a LPSyusi
10 x 6 and a9 x 6 binning is shown in Fig. 4. The comparison
is shown for varying number of example images, wmd5-ucidl
datasets as well as on theid5 dataset with a varying number of
examples. It can be seen that the best performance achievedyi
close for both descriptors (the full lines), not being clear favor of
any choice of parameters. This justifies using a shorteforers the
descriptor, if performance speed (caused e. g. by a largdeuoi
regions used) is an issue. However, the dashed lines ieditat the
larger descriptor is more stable for varying category wesiglEven
if this is no longer a parameter in an approximate searclpseta
expect it to be beneficial to descriptor performance and those
to work with the larger10 x 6 version.

Apart from their performance, the proposed LPS descriptors
have another advantage. In addition to the descriptiorulzion
process being slightly faster for the pattern spectra thathe SIFT

w € [0.0,1.0]) between the two descriptor versions is shown fordescriptors, our descriptors length is orfig% of the length of

the examined datasets (positive difference in favot®fx 6, and
negative for9 x 6).

mean average precisiona{MAP@5) and precision at one (P@1).
All experiments were performed forafrom rang€[0.0, 1.0] (like in
Fig. 2(a)), but to carry out an unbiased comparison, onhhitghest

SIFT @7% in case the shorter descriptor is used). Using the LPS
descriptors gives roughly & times gain in query speed over the
SIFT descriptors on an index of the si262 (ucidl dataset). This
suggests that (especially in large scale CBIR systems),aneuse
more example images in order to enhance the precision, stilile
performing faster than SIFT.

MAP@5 and P@1 are taken into account for each descriptor when

the results are summarized.

4. ANALYSIS OF THE RESULTS

We compared the performance of SIFT with that of our LPS de-

scriptor. The results foucid5 throughucidl for a (reduced) range

5. CONCLUSIONS AND FUTURE WORK

LPS outperforms SIFT on two datasets while keeping comparab
results on the others, all with a descriptor half the size IBTTSIt
is probable that better results could be achieved by compittie

of weightsw and the best LPS and MSER parameters are shown ifUITENt pattern spectrum with pattern spectra based om sttepe

Fig. 2, with a summary in Fig. 2(f). Note that the categorygteiv
disappears as a parameter when the descriptors are aggregat

attributes, like in [11].
As the current LPS is only rotation and translation invatiare

Both the number of categories and the number of examples péte working on improving the scale-invariant LPS to reahpbr-

category influence the performance. To investigate thednfia of

formance of the current descriptor. Further experimeni® i@ be

decreasing only the number of examples, we repeated theiexpecarried out to compare the performance of the scale-invaead
ments on subsets ofid5-ucid3 using less examples per category. Scale-variant LPS on a database with a focus on scale chatgge.
These results are shown in Fig. 3. As expected, the perfarenan fithmic improvements are also being considered [20].

of both descriptors declines both for increasing the nundbeat-
egories, and decreasing the number of examples while lgdipn
category number constant. However, the rate of precisiafinde
w. . t. number of examples per category looks moderatelgtdar
the LPS than for SIFT, indicating that using less examplek WPS

Due to the promising results on the subsets of the UCID diatase
we want to perform more extensive testing, with a large sCEER
system using approximate search. Comparing LPS usingexetiff
distance, or even a divergence (e.g. [24]), should be ceresidas
the L, distance was designed to compare vectors of scalar values.
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