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Abstract—Sparse data models are powerful tools for solving ill-posed inverse problems. We present a regularization framework based on the sparse synthesis and sparse analysis models for problems governed by linear partial differential equations. Although nominally equivalent, we show that the two models differ substantially from a computational perspective: unlike the sparse synthesis model, its analysis counterpart has much better scaling capabilities and can indeed be faster when more measurement data is available. Our findings are illustrated on two examples, sound source localization and brain source localization, which also serve as showcases for the regularization framework. To address this type of inverse problems, we develop a specially tailored convex optimization algorithm based on the Alternating Direction Method of Multipliers.
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I. INTRODUCTION

Inverse problems are ubiquitous in signal processing: source localization for robotics [1], radar imaging [2], image processing [3], acoustic imaging and tomography for oceanography [4], medical imaging [5] or compressed sensing [6], to cite only a few. In their most general formulation, linear inverse problems can be expressed as the problem of recovering a signal \( x \in \mathbb{R}^n \) from measurements \( y \in \mathbb{R}^m \).

\[
y \approx Mx, \tag{1}
\]

where \( M \in \mathbb{R}^{m \times n} \) is a transfer matrix modeling the signal acquisition process. The problem is well-posed if it has a unique solution, which depends continuously on the data [7], otherwise, the problem is termed ill-posed. It is no surprise that ill-posed problems often arise when one tries to infer an information about a physical phenomenon based on some indirect observations. To remedy the ill-posedness of a problem, one needs to embed additional knowledge in the problem formulation, in order to regularize it. This is often done by introducing some assumptions on the estimated signal, which is known as imposing a data model. In particular, sparse data models have emerged as a pervasive and invaluable tool when addressing difficult signal estimation problems.

The seminal paper of Mallat and Zhang [8] marked the beginning of “the sparse revolution” in mathematical signal processing. The idea behind this type of regularization is based on the interpretation of the Occam’s razor principle: the underlying data model should not be more complicated than necessary to accurately represent the observations. Essentially, the sparse framework relies on the premise that the signal in question has some property allowing us to design a sparse data model. This premise is most commonly expressed through the sparse synthesis model. It states that the signal in question \( (x \in \mathbb{R}^n) \) is constructed by a linear combination of a few column vectors (atoms) taken from a large matrix called the dictionary, denoted here by \( D \in \mathbb{R}^{n \times d} \). More particularly, we have:

\[
x = Ds, \tag{2}
\]

where the coefficient vector \( s \in \mathbb{R}^d \), which contains (relatively to its size) very few non-zero elements, is called a sparse representation of the signal \( x \).

The “twin” of the sparse synthesis model is the sparse analysis or cosparse data model [9]. While the sparse synthesis data model has proven to be extremely useful in regularizing a wide spectrum of ill-posed inverse problems, the cosparse data model has just recently gained the attention of the scientific community [9]–[11]. For this model, we assume that there exists an analysis operator \( A \in \mathbb{R}^{b \times n} \) \((b \geq n)\), such that the following analysis representation:

\[
z = Ax \tag{3}
\]

of the signal \( x \) is sparse. A signal \( x \) whose analysis representation \( z = Ax \in \mathbb{R}^b \) contains \( \ell \) zero elements is said to be \( \ell \)-cosparse, and the index set of the zero entries in \( z \), corresponding to the rows of \( A \) that are orthogonal to \( x \), is called its cosupport. The analysis and the synthesis sparse models are nominally equivalent in only one special case: when \( A = D^{-1} \) (analogously: \( z = s \)), i.e. the analysis operator and the dictionary are nonsingular matrices [10].

A primary issue when dealing with a particular instance of a linear inverse problem is to choose an appropriate model to regularize it. For the sparse synthesis model, this amounts to choosing the dictionary \( D \); for the cosparse analysis model, this consists in choosing the analysis operator \( A \). A first objective in this paper is to highlight the fact that in many settings one can leverage existing knowledge encoded with known Partial Differential Equations (PDEs)—such as those governing underlying physical phenomena—to design these models. For the synthesis model, this is traditionally done by computing Green’s functions and gathering them as the atoms of a dictionary \( D \) [12]–[16]. In parallel, it has been recently observed in an acoustic scenario [17]–[19] that the cosparse model can very naturally incorporate the underlying
physics through an analysis operator \( A \) resulting from a direct discretization of the wave equation. We extend this observation to a more general class of PDEs and propose a framework for regularization of physics-driven inverse problems.

The second contribution of this paper is to demonstrate, from a computational perspective, significant differences between the synthesis and analysis approaches. Through two showcase applications we show that:

- the sparse analysis model has scaling abilities orders of magnitude better than the synthesis one;
- regularization by the sparse analysis model can be actually speeded up when more measurement data is available; this phenomenon does not seem to occur with the plain sparse synthesis model.

This difference stems from the fact that, with most standard discretization schemes, the analysis operator is extremely sparse with respect to its dimension as opposed to the dictionary of Green functions which is generally a dense matrix. In order to address these computational issues, we i) provide a detailed description of an optimization method based on the Alternating Direction Method of Multipliers (ADMM) [20] framework and ii) consider two particular linear inverse problems: sound source localization and brain source localization [12], [21], [22]. The two problems impose different conceptual and computational requirements, thus serving as showcases on how to appropriately regularize and efficiently optimize the problem at hand.

This work unifies and substantially extends previous contributions published in conference papers [19], [23], [24]. It includes new insights about problem modeling, algorithmic design, computational aspects, and a wider experimental validation. From the optimization point of view, physics-driven sparsity can also be seen as a preconditioned sparse synthesis approach, while for some other specific aspects, the studied regularization framework relates with data assimilation.

The paper is structured as follows: Section II introduces the notations to be used throughout the paper. In Section III we define the (general) inverse problems of our interest, and present the regularization framework. Section IV describes the two illustrative source localization applications. The optimization method used to solve regularized problems is presented in Section V together with an analysis of its computational aspects. Numerical experiments are presented in Section VI. The last section gathers final remarks and future directions.

## II. Notations

In the following text, lowercase Greek symbols generally denote scalar constants (e.g. \( \gamma \); the exception are the symbol “\( \delta \)” which is the standard notation for Dirac’s impulse distribution). Real-valued scalar variables are denoted by lowercase italic symbols (e.g. \( c \)), while a lowercase regular font (e.g. \( i \)) is used for integer-valued variables. Vectors are denoted with the lowercase regular bold font (e.g. \( \mathbf{v} \)), while uppercase regular bold (e.g. \( \mathbf{M} \)) is used for matrices. By uppercase italic letters we denote functionals (e.g. \( F \)), and uppercase regular Greek letters (e.g. \( \Omega \)) denote sets. The set of real numbers is \( \mathbb{R} \).

### III. PDE-driven (co)spars regularization

Many signals of interest are physical quantities obeying certain known physical laws. For example, sound propagates according to the acoustic wave equation, Magnetic Resonance Imaging (MRI) is based on Bloch’s equations, Maxwell’s equations are at the foundation of wireless communications etc. It is also well-known that PDEs are ubiquitous in mathematical models of physical laws. In the context of ill-posed inverse problems, the knowledge that a signal satisfies some PDE is a strong prior information that could be useful to perform regularization. More specifically, we are interested in coupling the (co)sparse data model with PDE-governed signal models.

In this study, we are interested in signals modeled by linear PDEs, which take the following form:

\[
\sum_{|k| \leq \ell} A_k(w) D^k X(w) = Z(w), \quad w \in \Omega
\]

where \( A_k \), \( X \) and \( Z \) are functions of the vector variable \( w \) (e.g., space and/or time) in the domain \( \Omega \), and \( k \) is the multiindex variable with \( |k| = k_1 + \ldots + k_n \), \( k_i \in \mathbb{N}_0 \).

For a given \( k = (k_1, \ldots, k_n) \), \( D^k X(w) \) denotes the \( k \)th partial differential of \( X \) with respect to \( w \), defined as:

\[
D^k X(w) = \frac{\partial^{k_1} X}{\partial w_{1}^{k_1}} \frac{\partial^{k_2} X}{\partial w_{2}^{k_2}} \cdots \frac{\partial^{k_n} X}{\partial w_{n}^{k_n}}.
\]

The boundary conditions can be, e.g., of standard Dirichlet, Neumann, Cauchy, Robin or mixed type [25].

The right-hand side \( Z(w) \) can often be physically interpreted as a “source”, a “sink”, or some type of singularity, and there is often side information indicating that there are relatively few locations in the domain \( \Omega \) where \( Z(w) \) is nonzero. This crucial fact is the prior information we intend to use for regularizing the ill-posedness of an inverse problem using a form of sparsity.

#### A. PDE-driven sparse regularization

**Green’s functions** can be seen as impulse responses of a linear system defined by a PDE. In other words, they are the solutions \( X_v(w) \) of (4) when the right hand side is the Dirac delta \( Z(w) = \delta_v(w) \), for each \( v \in \Omega \). By the superposition principle, knowledge of Green’s functions suffices to solve a PDE for any right hand side \( Z \).

The atoms of the dictionary \( \mathbf{D} \) are then the discretized versions of Green’s functions. They are computed either analytically for simple configurations (e.g., for the free field wave equation) or (more often) numerically, depending on the PDE type, the domain \( \Omega \), and the initial and boundary conditions.

The goal of sparse regularization is to recover the discretized right hand side \( s \) by solving the optimization problem\(^1\)

\[
\minimize_s F_1(s) + F_2(MD_s - y),
\]

where \( F_1(\cdot) \) is a sparsity-inducing penalty, e.g. the \( \ell_1 \)-norm [9], [26] (see Appendix B for more details, especially about structured norms) and \( F_2(\cdot) \) is a measure of data-fidelity. One

\(^{1}\)\( \mathbf{D}s \) can be seen as the discretized version of a superposition integral.
example is the indicator function \( F_2(\cdot) = 1_{\varepsilon \leq \varepsilon}(\cdot) \) of the set of vectors whose norm is bounded by \( \varepsilon \):

\[
1_{\varepsilon \leq \varepsilon}(v) := \begin{cases} 
0 & \|v\|_2 \leq \varepsilon, \\
+ \infty & \text{otherwise.}
\end{cases}
\]  

(6)

### B. PDE-driven cosparse regularization.

Cosparse regularization can be inferred directly from (4), without resorting to Green’s functions, by discretizing the PDE itself. In a way, the linear operator \( \mathbf{A} \) “encodes” the underlying PDE. Assuming that the discretized vector \( \mathbf{x} \) is cosparse, one can envision addressing the inverse problem through the following optimization problem:

\[
\text{minimize } F_1(\mathbf{A}\mathbf{x}) + F_2(\mathbf{M}\mathbf{x} - \mathbf{y}).
\]

(7)

The functional \( F_2 \), as in the sparse synthesis case, can encode different types of data-fidelities.

There are many approaches to discretize the PDE, such as the Finite Difference Method (FDM) or the Finite Element Method (FEM). The choice of the discretization method is determined by the particular problem in hand. For the sake of simplicity, the illustrations in this paper rely on the FDM.

For well-posed PDEs, the analysis operator \( \mathbf{A} \) and the dictionary \( \mathbf{D} \) are inverse to each other. The discretized operator \( \mathbf{A} \), which encodes the boundary conditions too, is square and invertible. Its inverse \( \mathbf{A}^{-1} \) is a dictionary associated to a twin synthesis model. Therefore, the two problems are nominally equivalent \( (\mathbf{A}\mathbf{x} = \mathbf{z} = \mathbf{s}) \). However, as we will see in Section VI, their computational aspects can be radically different. In a way, the cosparse formulation can be seen as an efficient pre-conditioning of the sparse one.

Eventually, (7) is reminiscent to a general formulation of data assimilation [27]. However, through a sparsity-inducing penalty \( F_1 \), in (7) we encourage cosparsity, whilst traditional data assimilation minimizes some sum-of-squares objective. Moreover, data assimilation usually considers streaming data, whereas we assume that the vector \( \mathbf{y} \) is readily available for batch optimization.

### C. Encoding additional knowledge through penalties

In many settings, it is known beforehand which region \( \Omega_1 \) of the domain \( \Omega \) may contain “sources” and which region \( \Omega_2 \) is source-free. Consequently, in the synthesis context, regarding the minimization of \( F_1(\mathbf{z}) \), one can envision a separable problem of the form \( F_1(z_{\Omega_1}) + F_3(z_{\Omega_2}) \), where \( z_{\Omega_1} \) and \( z_{\Omega_2} \) denote the corresponding subvectors of \( \mathbf{z} \). The \( F_3(\cdot) \) penalty can be, for instance, another indicator function \( 1_{\varepsilon \leq \varepsilon}(\cdot) \). Accordingly, the rows of the discretized analysis operator \( \mathbf{A} \) can be split into \( \mathbf{A}_{\Omega_1} \) and \( \mathbf{A}_{\Omega_2} \). Taking this into account leads to an equivalent sparse analysis problem of the form

\[
\text{minimize } F_1(\mathbf{A}_{\Omega_1}\mathbf{x}) + F_3(\mathbf{A}_{\Omega_2}\mathbf{x}).
\]

Other variants can be envisioned to encode other types of prior knowledge at different levels of precision. In the same manner, the framework can be extended to account for multiple constraints, by taking \( F_3 \) to be the sum of convex functionals \( F_3 = \sum_{i=3} F_i \) (the same holds for the optimization algorithm described in section V).

### D. General optimization framework

Once equipped with penalties that appropriately reflect available prior knowledge, the optimization problems corresponding to sparse and cosparse regularization read as:

\[
\begin{align*}
\text{minimize } & F_1(\mathbf{x}) + F_2(\mathbf{M}\mathbf{x} - \mathbf{y}) + F_3(\mathbf{C}\mathbf{D}\mathbf{z} - \mathbf{c}), \\
\text{minimize } & F_1(\mathbf{z}) + F_2(\mathbf{M}\mathbf{D}\mathbf{z} - \mathbf{y}) + F_3(\mathbf{C}\mathbf{D}\mathbf{z} - \mathbf{c}).
\end{align*}
\]

(8)

(9)

Here \( F_1 \) is an objective, while \( F_2 \) and \( F_3 \) are the (extended-valued\(^2\)) penalty functionals for the measurements and additional problem constraints, respectively. We will see in Section V how to solve these optimization problems with a variant of the Alternating Direction of Multipliers Method (ADMM).

### IV. TWO WORKED EXAMPLES

To demonstrate the usage of the above PDE-driven (co)sparse regularization framework, we now present two source localization problems arising in different contexts: acoustics, and human electrophysiology. In both cases, the observation process is modeled by \( \mathbf{y} = \mathbf{M}\mathbf{x} \) where \( \mathbf{M} \) is a simple spatial sub-sampling operator. More particularly, this amounts to assuming that the microphones/electrodes are placed in fixed positions in space (in the discrete setting, this is equivalent to an appropriate row-reduced identity matrix \( \mathbf{M} \)).

#### A. First example: regularization with the wave equation

**Acoustic source localization.** Acoustic source localization is, in general, the problem of determining the spatial coordinates of sound source(s) based on microphone recordings. It is an inverse problem, since the goal is to infer locations given the measurements of the sound field. This problem arises in different fields, such as speech and sound enhancement [21], [28], speech recognition [29], acoustic tomography [4], robotics [1] and aeroacoustics [30].

To address this problem, a common family of approaches is based on Time Difference of Arrival (TDOA), i.e., the exploitation of the time offset between recordings [31]. However, such approaches usually only provide the direction of arrival of the sound sources. In contrast, the approaches considered here aim at estimating their full spatial position.

**Physical modeling.** Sound waves propagate according to the acoustic wave equation [32]:

\[
\Delta P(r, t) - \frac{1}{C(r, t)^2} \frac{\partial^2 P(r, t)}{\partial t^2} = \sum_{j=1}^g Z_j(t)\delta(r - r_j)
\]

(10)

where \( P(r, t) \) denotes the sound pressure at spatial position \( r \) and time \( t \), in some spatial domain \( \Omega \) and temporal domain \([t_0, t_1] \). The functional \( C(r, t) \) represents the speed of sound and the functional \( Z_j(t)\delta(r - r_j) \) is the source signal at the same position and time. The pair \( (r_j, t) \) denotes the spatio-temporal coordinate of the \( j^{th} \) source, out of a total of \( g \) sources. The sound speed \( C \) is temperature dependent, but it is usually assumed to be around 343 ms\(^{-1}\) in perfect gases.

\(^2\)Allowed to take \(+\infty\) values to encode hard constraints.
at room temperature. The information acquired by the microphones is limited by the emission and recording durations, an effect which needs to be taken into account.

**Boundary conditions and initial conditions.** Eq. (10) holds in the interior of domain $\Omega$ and must be accompanied with appropriate initial and boundary conditions so that the acoustic wave equation determines a unique sound pressure field. Since it is a second-order PDE, the initial conditions require both the pressure value and its time derivative. Hence, the initial condition typically corresponds to a *Cauchy boundary condition* at $t = 0$. For the spatial boundary conditions, we use the model introduced in [33], based on the impedance boundary conditions:

$$
\frac{\partial P(r, t)}{\partial t} = -C(r, t)E(r)\nabla P(r, t) \cdot n
$$

(11)

where $r \in \partial \Omega$ and $n$ denotes the normal vector. The model assumes so-called *locally reacting surfaces* [32], [33]. The specific acoustic impedance coefficient $E(r)$ is generally frequency-dependent, but for the purpose of this study we will assume frequency-independent boundaries ($E(r)$ is constant over all frequencies). This formulation is general enough to approximate some other boundary conditions - e.g. if $E(r)$ is very large, the equation models a very rigid boundary (usually interpreted in terms of the Neumann boundary condition).

**Discretization.** To discretize the wave equation and yield the matrix $A$, we use the Finite Difference Time Domain (FDTD) Standard Leap Frog (SLF) method [17], [19], [34], which corresponds to second-order centered finite differences in space and time (briefly discussed in appendix A). After discretization, and including boundary and initial conditions, we obtain a full-rank, square invertible matrix operator $A \in \mathbb{R}^{st \times st}$, where $s$ and $t$ are the numbers of points used to discretize space and time, respectively. The matrix operator $A$ is a banded lower triangular matrix. Moreover, the matrix $A$ is very sparse, as it can have only a very limited number of non-zeros per row (e.g. maximum seven in the 2D case).

Analogously, the discretized spatio-temporal pressure field $x \in \mathbb{R}^{st}$ and the discretized spatio-temporal source component $z \in \mathbb{R}^{st}$ are built by vectorization and sequential concatenation of $t$ corresponding $s$-dimensional vector fields.

**Incorporating additional knowledge or constraints.** Knowledge about the targeted sparse signal can help choose the sparsity measure $F_1$. The most common convex relaxation of the non-convex $l_0$ objective is its substitution by the $l_1$-norm, which is known to promote generally sparse solutions. If we assume spatial stationarity of the sources (for sufficiently short acquisition time, the sources are assumed to keep fixed positions in space), this usual norm can be replaced by a so-called *mixed norm*, such as the $l_{2,1}$-norm, in order to favor solutions for which all temporal slices of the sparse estimate have the same support (also known as *jointly sparse* vectors). In the forthcoming experimental section, we use the standard $l_1$, joint $l_{2,1}$, and a so-called hierarchical $l_{2,1}$ norm (more details on these structured norms are given in appendix B).

**Analysis versus synthesis.** Here, as previously described, the dictionary of Green’s functions is the inverse of the analysis operator $D = A^{-1}$. This equivalence is not surprising, since we are dealing with a well-posed PDE. However, given the structure of the matrix $A$, the dictionary $D$ is not sparse, even though it is also a lower triangular matrix. This becomes obvious if one rewrites the discretization provided in the Appendix A in the causal (explicit) form. Then, the columns of the dictionary $D$ are simply the truncated impulse responses of an infinite impulse response filter. It is important to note that one cannot derive an analytical solution for (10) in the general case of arbitrary combination of initial and boundary conditions. Thus, in many cases solutions are computed numerically, by discretizing the spatial and temporal domains.

An important remark is that the number of nonzero entries $\text{nnz}(\cdot) := \| \cdot \|_0$ in the two matrices $A$ and $D$ have radically different dependencies on the spatio-temporal “resolution” $n := st$, since $\text{nnz}(A) = O(n)$ while $\text{nnz}(D) = O(n^2)$. Note that one usually needs only $MD \in \mathbb{R}^{nn \times n}$, i.e. a subsampled dictionary with $\text{nnz}(MD) = O(nn) = O(st^2)$, where $m$ is the number of microphones. Overall, $MD$ has $O(st)$ times more nonzero entries than $A$. We will see that this leads to substantially different computational behaviors of sparse and cosparse regularization.

With the analysis operator and the dictionary available in discrete form, we can readily apply sparse and cosparse regularizations to recover the pressure and source vectors and therefore solve the sound source localization inverse problem.

**B. Second example: regularizing with Poisson’s equation**

Electrical potentials produced by neuronal activity can be measured at the surface of the head, up to an additive constant, using ElectroEncephaloGraphy (EEG). The sources of this neuronal activity can be approximately modeled as a small number of equivalent current dipoles. Numerous methods were developed to localize equivalent current dipoles from EEG recordings. Among them, beamforming techniques [35], subspace approaches [12] and sparse methods [36] are the most popular.

**Spatial physical modeling.** It is commonly admitted that the electrical potential $V(r)$ recorded at location $r$ of the head mostly reflects the activity of pyramidal cells which are located in the gray matter $\Upsilon$ and oriented perpendicularly to the cortical surface. As mentioned above, this activity is generally modeled by current dipoles with orientations perpendicularly to the surface of the cortex. Given the geometry and the scalar field $\{W(r)\}$ of electrical conductivities within the head, Poisson’s equation [37] establishes a link between the electrical potential $V(r)$ and the electric activity of the current dipoles:

$$
\text{div}_r(W(r)\nabla_r V(r)) = \sum_{j=1}^{g} Z_j(\delta(r - r_j^-) - \delta(r - r_j^+))/d
$$

(12)

where $r_j^-$ and $r_j^+$ denote the positions of the two monopoles representing the current sink and source of the j-th dipole of $\Upsilon$, respectively. $Z_j$ is the amplitude of the j-th dipole of $\Upsilon$ and the operator $\text{div}$ denotes divergence. Regarding the distance $d$ between the two monopoles, it is of the order of the millimeter

$^3$Not to be confused with the well-posedness of the PDE problem itself.
(typically of the order of the grid step). Indeed the human gray matter is about four millimetres thick.

**Discretization.** To discretize Poisson’s equation and derive the operator $A$, we use the Finite Difference Method (FDM) of Witwer et al. [38] that enforces Kirchhoff’s law at each node of the cubic grid. The natural indeterminacy of the problem, stemming from the measurement of electric potential differences rather than potentials themselves, is removed by fixing the potential at one electrode. After discretization and incorporation of boundary conditions, this leads to a symmetric, positive definite and full-rank matrix $A \in \mathbb{R}^{s \times s}$, where $(s + 1)$ is the total number of voxels in the head. Since the problem is time-independent, we have $n := s$.

As for the acoustic case, the matrix $A$ is very sparse, with at most seven non-zero components in each row [37]. The resulting discrete Poisson’s equation reads $Ax = i$, where $x$ is the vector of potentials in the volume and $i$ is the vector of source currents.

**Encoding additional knowledge.** Additional knowledge about the sources of interest can be encoded in a matrix form, leading to a modified cosparse model.

First, knowledge about the orientations of the $q$ dipoles covering the gray matter $\mathcal{Y}$ and about the opposite amplitudes of the corresponding monopoles can be encoded through a sparse matrix $B$. Let $u^-$ and $u^+$ index the elements of $i$ giving the amplitude of the monopoles located at positions $r^-$ and $r^+$, respectively. Knowing the geometry of the cortex, it is possible to build a set of $q$ different couples $(u_i^-, u_j^+)$ indexing the $q$ dipoles of $\mathcal{Y}$. Indeed, by covering the surface of the gray matter with $q$ monopoles indexed by the integers $u_i^-$, we can deduce the $q$ corresponding integers $u_j^+$ such that each dipole is oriented orthogonally to the surface of $\mathcal{Y}$, as the pyramidal cells it represents. We can thus express the vector $i$ as $i = B z$, where $B = (B_{u_1, u_2})$ is an $(s \times s)$ sparse matrix with entries

$$B_{u_1, u_2} = \begin{cases} 1 & \text{if } u_1 = u_2 \\ -1 & \text{if } u_1 = u_j^+ \text{ and } u_2 = u_j^- \\ 0 & \text{otherwise,} \end{cases}$$

and $z$ is an $s$-dimensional $g$-sparse vector with $s - q$ known zero elements (the $u$-th element of $z$ is zero if $u \neq u_j^-$ for $j \in \{1, \ldots, q\}$). Non-zero elements of $z$ represent the amplitude of monopoles restricted to the cortical surface.

**Matrix $B$.** Matrix $B$ conveys our knowledge about the perpendicular orientations of the dipoles of $\mathcal{Y}$ and the opposite amplitudes of each couple of monopoles. By construction, $B$ is invertible, and the cost of computing some matrix-vector product $B^{-1} \mathbf{v}$ is $O(s)$. To summarize, the model $A \mathbf{x} = i = B \mathbf{z}$ can be rewritten $A \mathbf{x} = \mathbf{z}$ with $A := B^{-1} A$. By abuse of notation, $A$ will now denote the modified analysis operator $A$, which is sparse as a product of two sparse matrices.

As mentioned in section III-C for a large class of PDEs, Poisson’s equation (12) can be split between a source-region $\Omega_1$ and a source-free region $\Omega_2$. As explained above, $\Omega_1$ is the set of possible locations of monopoles at the surface of the gray matter $\mathcal{Y}$. The rows of the analysis operator $A$ can then be accordingly split into $A_{\Omega_1}$ and $A_{\Omega_2}$, where $A_{\Omega_1}$ is the $(q \times g)$ submatrix of $A$ obtained by extracting the rows of $A$ corresponding to the source support set $\Omega_1$, and $A_{\Omega_2}$ corresponds to the rows indexed by the complementary set $\Omega_2$.

Another way of encoding knowledge about the source support set $\Omega_1$ is to factorize $z$ as $z = R s$, where $R = (R_{u_1, u_2})$ is an $(s \times q)$ expanding sparse matrix defined by:

$$R_{u_1, u_2} = \begin{cases} 1 & \text{if } u_1 = u_j^- \text{ and } u_2 = j \\ 0 & \text{otherwise} \end{cases}$$

for $j \in \{1, \ldots, q\}$.

**Analysis versus synthesis.** As in the acoustic context, the Green’s functions dictionary $D$ can be computed as the inverse of the analysis operator $A$. The brain sources can then be localized by solving either the analysis sparse problem (9) or the synthesis sparse problem (8) using the constraint matrix $C = A_{\Omega_2}$ and $c = 0$. Both problems are equivalent, but, unlike the matrix $A$, the dictionary $D$ is not sparse. The physical interpretation is that Poisson’s equation models a non-zero steady-state electrical field on the domain given a source distribution. This can be easily verified for the spherical model where the analytical solution of the forward problem is available [12].

Using the expanding matrix $R$ (14), a second synthesis sparse problem can be solved in order to localize brain sources. It consists in solving (5) using the dictionary $D = A^{-1} R$.

in section VI, the corresponding optimization algorithm will be named MCE (Minimum Current Estimates) to refer to a similar approach proposed in [36]. Note that, in this case, an equivalent cosparse optimization problem cannot be designed, since the matrix $R$ is not square invertible.

V. ALTERNATING DIRECTION METHOD OF MULTIPLIERS

Even with convex objective functions and constraints, the optimization problems (8)-(9) are often ill-conditioned and difficult to address, especially at large scale. Discretization of physical phenomena often requires handling a very large number of variables: this is particularly pronounced in models of time-dependent physical processes such as wave propagation.

To perform very large-scale convex optimization we are bound to use a first order method [20], [39]–[41]. After preliminary experiments with several state of the art methods, we retained the Alternating Direction Method of Multipliers (ADMM) [20] framework since it seemed generally faster to converge to higher accuracy. However, we obtained analogous results by using [39], implying that the conclusions hold regardless of the applied optimization algorithm.

A. Algorithm description

In its canonical form, ADMM allows for minimization of a sum of two objectives. Fortunately, there is a straightforward way to extend the canonical ADMM (appendix D) to account for more than two objective terms, known as *Simultaneous Direction Method of Multipliers (SDMM)* [42].

**Generic SDMM.** Consider the following convex optimization problem:

$$\min_{x,z_i} \sum_{i=1}^{f} F_i(z_i) \text{ subject to } H_i x - h_i = z_i.$$
Given an arbitrary choice of multipliers $\rho_i > 0$, the following alternating minimization steps converge (in the sense of the objective function) towards its minimum:

$$z_i^{(k+1)} = \text{prox}_{\frac{1}{\rho_i} F_i} \left( H_i x^{(k)} - h_i + u_i^{(k)} \right),$$

$$x^{(k+1)} = \arg\min_x \sum_{i=1}^f \frac{\rho_i}{2} \| H_i x - h_i + u_i^{(k)} - z_i^{(k+1)} \|_2^2,$$

$$u_i^{(k+1)} = u_i^{(k)} + H_i x^{(k+1)} - h_i - z_i^{(k+1)}.$$  \hspace{1cm} (15, 16, 17)

The expression

$$\text{prox}_{\frac{1}{\rho} F}(z) = \arg\min_x \frac{1}{\rho} F(x) + \frac{1}{2} \| x - z \|_2^2,$$  \hspace{1cm} (18)

is the so-called proximal operator [42] of the function $\frac{1}{\rho} F$.

**Synthesis / Analysis SDMM**. Using SDMM for both the synthesis and analysis problems is straightforward. For synthesis, the problem is parametrized by $H_1 = I$, $H_2 = MD$ and $H_3 = CD$, where $I$ denotes the identity. For analysis, we set $H_1 = A$, $H_2 = M$ and $H_3 = C$. In both cases we have $h_1 = 0$, $h_2 = y$ and $h_3 = c$.

**Choice of multipliers.** In the considered showcase applications, we have $f = 2$ or $f = 3$, depending whether the penalty $F_3(\cdot)$ is present or not. The functionals $F_2$ and $F_3$ are used to constrain the problem, hence they penalize the distance to the measurements and enforce additional constraints. The functional $F_1$ is a sparsity-promoting term, for which we envision three types of penalties, defined in Appendix B. Their proximal operators are provided in Appendix C.

Note that the multipliers $\rho_i$ can be chosen differently for each $z_i$, since this simply corresponds to rescaling the expression $H_i x = z_i$ (described in Appendix D). For any choice of multiplier, the iterates are guaranteed to converge (in the sense of the objective function) towards a minimum of (15); however, the particular choice of $\rho_i$ may influence the convergence speed, since the $x$-update step (16) involves a weighted least squares problem.

Empirically, to quickly attain a feasible point and preserve convergence speed, it seems appropriate to adjust the multipliers $\rho_1$, $\rho_2$ and $\rho_3$ relative to the constraint parameters. Our strategy is to first fix the value $\rho_1 = \rho$, and then set i) $\rho_2 = \max(\rho, \rho/\varepsilon)$ and $\rho_3 = \max(\rho, \rho/\sigma)$ if $F_2$ and $F_3$ are the indicator functions bounding a norm of their arguments by $\varepsilon$ and $\sigma$, respectively; or ii) $\rho_2 = \max(\rho, \rho\sqrt{\varepsilon})$ and $\rho_3 = \max(\rho, \rho\sqrt{\sigma})$ if $F_2$ and $F_3$ are norm-squared penalties weighted by $\varepsilon$ and $\sigma$, respectively. Other types of penalties are allowed, but may require different weighting heuristics.

**Direct vs iterative solvers.** For problems of modest scale, the least squares minimization step (16) can (and should be) performed exactly, by means of a direct method, i.e. matrix inversion. For computational efficiency, this requires relying on matrix factorization such as the Cholesky decomposition. An important observation is that many discretization schemes yield banded matrices (such as in our two examples). Then, the coefficient matrix arising from the normal equations in the analysis least squares step is again banded, which leads to a banded Cholesky factor [43, Theorem 1.5.1]. Further, a desirable property is to obtain Cholesky factors essentially as sparse as the factorized matrix. Many efficient algorithms heuristically achieve this goal (such as the sparse Cholesky decomposition [44] used in our computations). They will be referred to as sparsity-preserving algorithms. However, the number of non-zero elements of the factorized matrix is a lower bound on the number of non-zero elements of its Cholesky decomposition [45, Theorem 4.2]. Accordingly, due to the density of the dictionary $D$, only the sparse analysis regularization will benefit from these sparse factorizations.

For large scale problems one needs to resort to iterative algorithms and approximate the solution of (16). An important advantage of ADMM is that it ensures convergence even with inexact computations of intermediate steps, as long as the accumulated error is finite [46]. Moreover, these algorithms can be usually initialized (warm-started) using the estimate from the previous ADMM iteration, which can have a huge influence on the overall speed of convergence. For the weighted SDMM we use, a good choice is the Least Squares Minimum Residual (LSMR) algorithm [47], which is discussed in the experimental section and Appendix D.

**B. Computational aspects**

It can be shown that the above-described SDMM algorithm yields numerically identical solutions for the synthesis and the analysis problems, as long as all evaluations in (16) are exact (this corresponds to the usage of direct methods, described in the previous subsection). However, as detailed below, the overall cost of the analysis minimization is driven by that of the multiplication with $A$ and its transpose, which is $O(n)$ thanks to the sparsity of the analysis operator $A$. This is in stark contrast with synthesis minimization, whose cost is dominated by much heavier multiplications with the dense matrix $MD$ and its transpose. As a result, and as will be confirmed experimentally in Section VI, the analysis minimization is computationally much more efficient.

**Initialization costs.** Generating the analysis operator $A \in \mathbb{R}^{n \times n}$ in matrix form is problem dependent, but usually of moderate cost. The cost of building the transfer matrix $M$ is negligible, since it often corresponds to simple acquisition models (e.g. the row-reduced identity). To efficiently compute the reduced dictionary $G = MD \in \mathbb{R}^{m \times n}$, which satisfies $A^T G = M^T$, one needs to solve $m$ linear systems$^4 A^T g_i = m_i$ of order $n$, where $g_i^T$ and $m_i^T \in \mathbb{R}^n$ are the rows of $G$ and $M$, respectively. Thus, it adds at least$^5 O(mn)$ operations on the price of computing $A$ and $M$, unless an analytical expression of Green’s functions is available.

If the direct method is used to solve the linear least squares step, classical algebraic manipulations show that we first need to compute the coefficient matrix $H_A = p_1 A^T A + p_2 M D^T M$, in the analysis case, or $H_S = \rho_1 I + p_2 (MD)^T MD$, in the synthesis case. Due to the sparse structure of $A$ and $M$, the former can be computed in $O(n)$, while the latter requires $O(n^2 m^2)$ operations. The Cholesky factorization requires

$^4$The reader may notice the similarity with time-reversal [48].

$^5$Assuming the favorable scenario where the linear system can be solved in $O(n)$ operations, such as for the SLF method.
\(O(n^3)\) operations in general, but this is significantly reduced for sparse matrices [45]. However, it is known [49] that the minimum fill-in problem—finding the best sparsity-preserving permutation—is an NP-complete problem, thus all available algorithms are (usually very efficient) heuristics. Therefore, it is very difficult to derive tight bounds on initialization complexity.

**Iteration costs.** Each iteration of SDMM involves three types of operations.

a) **Component-wise scalar operations:** evaluation of proximal operators and update of scaled Lagrangian multipliers \(u_i\) given \(H_i^T x(k)\) and \(H_i^T x(k+1)\). These have \(O(n)\) complexity with respect to the problem size \(n\), since they involve only component-wise thresholding and vector norm computations (see appendix C).

b) **Matrix-vector products:** computation of \(H_i^T x(i)\). For analysis, the matrices \(H_1\) and \(H_2\) are both sparse with \(O(n)\) nonzero entries, hence these matrix-vector products also have an \(O(n)\) complexity. This is also the case for \(H_3\) in the considered scenarios. In contrast, for synthesis, the matrix \(H_2 = MD\) is dense, reflecting the discretized Green’s functions. For example, in the case of the wave equation, given \(m\) microphones, a spatial “resolution” of \(s\) voxels with \(s > m\), and a temporal “resolution” \(t\) such that \(n = st\) and \(m = \tilde{m}t\), the complexity of this matrix-vector product is \(O(n \tilde{m} t) = O(n \tilde{m} t^2)\). It dominates the cost of all other matrix-vector products.

c) **Least squares:** the solution of problem (16). When an iterative solver is used to address the least squares step, we assume that a properly preconditioned and warm-started iterative method would terminate to sufficient accuracy in considerably less than \(n\) iterations. The overall computational complexity is governed by the cost of matrix-vector products \(H_i v\) and \((H_i^T)^w\) for some intermediate vectors \(v, w\), which as just seen have very different complexities in the analysis and synthesis settings.

When a direct method is used to evaluate the linear least squares step the complexity analysis is more delicate. Since the matrix \(H_A\) is banded for both acoustic and EEG problems, we know that regular Cholesky decomposition will indeed produce factors, which are much sparser in the analysis than in the synthesis case. For example, for the wave equation, we have \(H_A = L_A L_A^T\), where \(\text{nnz}(L_A) = O(s^2 t)\), and \(H_S = L_S L_S^T\), where \(\text{nnz}(L_S) = O(s^2 t^2)\). However, due to the mentioned NP-hardness of the minimum fill-in problem, it is impossible to exactly evaluate the sparsity of the yielded sparse Cholesky factorization \(P^T H_A P\) (\(P\) is a permutation matrix), and estimate the computational complexity. But, it is reasonable to assume that the permuted coefficient matrix would yield even sparser Cholesky factor than \(L_A\). Therefore, one may expect the analysis model to be computationally much more efficient. This result was empirically checked through simulations.

Additionally, for the proposed weighting scheme, the matrix \(H_A\) is usually better conditioned than \(H_S\). The rationale comes from the fact that the applied multipliers \(\rho_1 \leq \rho_2\) usually assign a large weight to the diagonal elements of the matrix \(H_A\). And since \(H_A = A^T H_S A\), one can see this as preconditioned synthesis approach.

**C. Memory aspects**

Another view on computational scalability is through memory requirements. For the synthesis model, assuming the general case where the analytical expression of the Green functions is not available, the least requirement is storing the \((m \times n)\) matrix \(MD\) in memory (to avoid computational overhead, it is usually necessary to also store \((MD)^T\)). Hence, the minimum storage requirement for the synthesis case is \(O(mn)\). As we will see numerically in the experimental section (see Table I), this cost can quickly become prohibitive (e.g. in the acoustic setting where \(O(mn) = O(\tilde{m}n t^2)\)), even for modern computers with large amounts of RAM. On the other hand, memory requirement for storing the analysis operator is \(O(n)\).

Evaluating the storage requirements of sparse Cholesky factorization is not viable, due to the NP-hardness of the fill-in problem. It is, however, presumed (and experimentally checked below) that it requires substantially less than \(O(n^2)\) memory units, which is the requirement for the regular (synthesis) Cholesky factor.

**D. Structured matrices**

In some cases, a special matrix structure can be exploited in order to further reduce storage size and computational effort. For instance, when the wave equation is time-invariant, the use of local discretization schemes leads to an almost-block-Toeplitz\(^6\) analysis operator, which means that we can store \(A\) with \(O(s)\) cost. Moreover, if an explicit scheme (such as the FDTD-SLF) is used, the analysis operator becomes lower triangular [50]. Consequently, its inverse, the dictionary matrix \(D\), is also triangular almost-block-Toeplitz, and we can represent \(MD\) with \(O(\tilde{m} t)\) parameters. Unfortunately, this is possible only in special settings where the assumptions are made on the time-invariance of the physical process and on the chosen discretization. Indeed, the inverse of an arbitrary (block) Toeplitz matrix is not necessarily (block) Toeplitz [43].

Our goal in this work is not to exploit such matrix structures, but to emphasize that in the analysis case, one can “naively” manipulate the matrix (as long as the discretization has local support) and still gain in terms of computational and storage resources. This is not necessarily the case with the synthesis approach, and even if possible, requires specialized techniques in order to exploit particular matrix structure. For example, in the case where \(D \in R^{n \times n}\) is a Toeplitz matrix, this means first embedding it in a circulant form, and then applying Fast Fourier Transform at cost \(O(n \log n)\) [51] (even in this case the analysis approach is cheaper, since it requires \(O(n)\) calculations).

Finally, note that while such specific matrix structures in \(A\) and \(D\) may be useful when iterative algorithms are used to solve the least squares step in SDMM, these become useless for the direct computation of linear systems with matrices \(H_A\) and \(H_S\) (since forming the normal equations usually excluding initial conditions.
The point sources are also randomly distributed in space and noiseless experiments are concerned, the sampling model simulates problem i.e. relevant model [52] is used to generate the spike-like interictal in the gray matter of the superior cortex. A physiologically-distant synchronous epileptic dipoles are randomly arranged ∥ to V. In the acoustic experiments where the LSMR algorithm ones are computed using the heuristics explained in section V. In the acoustic case and 10000 in the biomedical context). The F-stopping criteria (38) and (39) with the relative accuracies ǫ = 10\(^{-2}\) in the EEG case, ǫ = 10\(^{-3}\) in the acoustic setting) to be the source positions.

**Performance measure.** The quality of localization is presented as an estimated error per source. The error is computed as the Euclidean distance between pairs (r\(_i\), r\(_\hat{i}\)), where r\(_i\) and r\(_\hat{i}\) denote the estimated and the true position of the \(i\)th source, respectively. The pairs are chosen such that the overall error is minimal, by means of the Hungarian algorithm [53]. The simulation results are averaged over 50 realizations. Note that we resampled the sources and their location between these 50 experiments. Acoustic experiments were run on Intel® Xeon® 2.4GHz cores, equipped with 8GB RAM, in single-core/single-thread mode, while all biomedical experiments were run on Intel® Xeon® 4-Core 2.8GHz, equipped with 32GB RAM.

**B. Equivalence of synthesis and analysis results**

A first set of source localization experiments provides empirical evidence of the equivalence of the analysis and synthesis models when the analysis operator is square and invertible. In particular, in the acoustic context, we compare their respective localization performance as a function of the number of sources, while using the three chosen convex functionals \(F_1\) (\(\ell_1\), \(\ell_2\), and hierarchical \(\ell_{2,1}\) norms). These experiments are purely numerical, and we postpone experiments with a more physical interpretation to Section VI-D. We vary the number of sources from \(g = 1\) to \(g = 15\) and use \(\overline{m} = 10\) microphones for this simulation. To avoid a potential bias in the results if iterative methods are used to solve (16), we restrict the experiments to a small scale problem for which direct methods are still applicable. The domain is an artificial two-dimensional spatial grid of size \(15 \times 15\), simulated through 50 "temporal slices". The emission duration of white noise sources is five time samples.

In all these settings, when the same objective \(F_1\) is used and the same number of sources is active, we verify point-to-point that both models provide numerically identical results.

**C. Scalability**

A second series of source localization experiments compares the scalability potential of the two models for the acoustic
wave and Poissons’s equations. Here we are interested in studying the computational cost as a function of both the problem size and the number of measurements.

In the experiments dedicated to the acoustic wave equation, we use the LSMR iterative method to approximately solve the least squares problem (16) without building and storing a fully dense coefficient matrix for the synthesis model (its storage cost would be of the order of $10^{11}$ bytes in double-precision floating point format). In order to ensure there is no bias towards any of the two models (since the primal/dual residuals defined in appendix D may be influenced by norms of the involved matrices), an oracle stopping criterion is used: iterations stop when the objective function $F_1(z^{(k)})$ falls below $c \cdot F_1(\hat{z})$ with $c = 1.1$ and $\hat{z}$ the ground truth source signal.

**Influence of the problem size.** The first experimental scenario concerns sound source localization. We vary the number of time samples of the problem to verify that the two models scale differently with respect to temporal dimension. Using the results obtained by the experiments in the subsection VI-B, we restrict the experimental setup to the regime where direct computation of the proximal operators and the SDMM involved in the MCE-like approach require a slightly lower cost, but the additional cost due to the initial computation of the dictionary slightly increase the MCE-like technique total cost; the impact of this additional cost is not negligible, since the dictionary has to be recomputed for each patient in clinical practice.

**Influence of the number of measurements.** Keeping the number of variables $s$ fixed, we now vary the number of measurements in the acoustic scenario. Given the complexity analysis in Section V-B, we expect the per-iteration complexity of the analysis model to be approximately independent of the number of microphones $m$, while the cost of the synthesis model should grow linearly with $m$. The results shown on Fig. 2(c) and Fig. 2(b) confirm this behavior in terms of computational cost per inner iteration: in the synthesis case, it grows at almost linear rate, while being practically independent of $m$ in the analysis case. However, the number of (outer) SDMM iterations decreases with $m$ for both models. Overall, the total computation time increases in the synthesis case, but it decreases with the number of microphones in the analysis case. While perhaps a surprise, this is in line with recent theoretical studies [54] suggesting that the availability of more data may enable the acceleration of certain machine learning tasks. Here the acceleration is only revealed when adopting the analysis viewpoint rather than the synthesis one.

**D. Robustness and versatility**

We conclude with a final series of experiments in more realistic settings to provide empirical evidence of the versatility and robustness of the proposed framework. We no longer evaluate the sparse synthesis model, since it has been shown to have identical numerical performance compared to the analysis model, with much poorer large-scale abilities.

**Versatility.** The proposed cosparse approach can be exploited with any shape of the spatial domain, as long as the information emitted from the sources can reach the microphones.
On the other hand, expressing Green’s functions analytically is possible only for a restricted set of geometries, otherwise, one must evaluate them numerically. As mentioned in subsection V-B, this means solving a large number of linear systems with the coefficient matrix given as the analysis operator.

A challenging scenario previously considered in [19] is a “split room”, where microphones and sources are separated by a “wall” obstacle preventing a direct propagation path. Sound propagation is simulated in a virtual 3D space of size $2.5 \times 2.5 \times 2.5m^3$, with a separating wall of length 1.5m. The recording time is set to $t_1 = 5s$ and the white noise sources emit during the entire acquisition period. The spatial domain step sizes are $d_x = d_y = 0.25m$ and the sampling frequency is $f_s \approx 2.38kHz$ to ensure the marginal stability of the SLF scheme. This results in $1.2 \times 10^7$ variables for the $\ell_{2,1}$-norm minimization problem. The computer results presented in the Fig. 3(a), indicate that we are able to perfectly localize up to three sources. Reverberation, which is usually considered undesirable in audio inverse problems, is thus essentially exploited in this approach. This is reminiscent of time-reversal techniques [48] as well as of recent echo-based techniques for source localization and room-shape estimation [16].

Model errors. So far we have addressed inverse problems where the simulated data perfectly matches the model assumed for regularization. This is known as the inverse crime [55]. To avoid it, we now consider an acoustic 2D setting where the simulated data is first generated on a fine grid of size $121 \times 121 \times 6121$, before solving the inverse problem on a coarse grid of size $25 \times 25 \times 1225$ (both grids simulate a virtual 2D space of size $5 \times 5m^2$ with recording and emission times set to 5s). Microphone positions correspond to the nodes of the coarse grid, while white noise sources are arbitrarily distributed at the nodes of the fine grid. Before downsampling, the fine model data is temporally low-pass filtered to reduce the aliasing effects. The product $A\hat{x}$ is now only approximately sparse, and to account for this model error we increased the data fidelity parameter $\varepsilon$ to 0.1. The results shown in the Fig. 3(b) imply that we are able to localize up to two sources with an error on the order of the crude grid’s spatial step size.

7$\hat{x}$ is the crustal version of the “fine” data vector $x$. Noise. Another type of model error encountered in the biomedical context is due to the presence of background activity in non-epileptic regions of the gray matter. Non-epileptic dipoles of the gray matter also have a non-zero amplitude, even if it should be ideally lower than that of epileptic dipoles. Consequently, the $n$-dimensional vector $Ax$ is not really g-sparse, but it should have g dominant components.

We conduct a second experiment to evaluate the influence of such model errors. Fig. 3(c) presents the simulation results for an SNR value of $-20$ dB. This is representative of localization problems with synchronous and focal epileptic sources, which are challenging for existing techniques. The analysis approach exhibits a remarkable robustness with respect to background activity and manages to perfectly localize epileptic sources even for a very low SNR value. This is, however, not the case for the MCE approach, which requires significantly higher SNR to achieve the same performance. Given these results, along with the results from the previous subsection, the analysis approach is a clear winner in terms of both localization performance and computational cost.

VII. Conclusion

A unified framework for (co)sparse regularization of inverse problems emerging from discretized linear PDEs has been presented. We also described a simple, but general algorithm based on ADMM which may be used to solve optimization problems generated by this framework.

After demonstrating the nominal equivalence between the sparse synthesis and sparse analysis models driven by the same underlying physics, we highlighted the much more favorable properties of the latter from a computational point of view. We showed indeed that the synthesis model does not scale well with the problem size in terms of computation time and memory. In stark contrast, not only does the analysis model scale up linearly with the problem size, but it is also speeded up when the amount of measurement data increases. We emphasized that the computational differences are intimately due to the difference in inherited sparsity of the analysis operator $A$ and the synthesis dictionary $D$, rather than to a particular choice of algorithmic approach or discretization scheme. In the analysis approach, discretization of the underlying PDE
leads to a system of difference equations, while numerical integration underpins the construction of synthesis dictionaries of Green’s functions.

Even in specific practical contexts such as brain source localization where additional knowledge about the source supports can reduce the computational cost of the sparse synthesis model, the analysis approach remains competitive thanks to its improved robustness to the presence of background activity, and its ability to work without pre-computing Green’s functions.

For the purpose of illustration of these fundamental differences, the simulations were conducted with finite difference discretization schemes. As evoked in the Appendix, this comes with constraints such as the Courant-Friedrich-Lewy (CFL) conditions—somewhat limiting the scalability in 3D+t problems—and limited geometric flexibility, for example with respect to orientations of the boundaries. Extensions to other discretization schemes—such as Finite Element Methods (FEM)—are straightforward, provided they still yield a sparse discretized analysis operator. Combining these with multilevel methods such as algebraic multigrid [56], parallelized solvers or smoothing strategies [57], or GPU implementations, should further accelerate the optimization process and allow applications to real-life acoustic and EEG data.

In the considered illustrative scenarios, the physical parameters (head conductivities, sound celerity, boundary conditions) and geometry of the domains where assumed perfectly known. From a practical perspective, it is important to handle inaccurate models. This can be seen from two viewpoints: the robustness to model errors, and the ability to incorporate the estimation of certain unknown physical parameters. The former has to be further investigated and confronted to real data, in order to strengthen preliminary evidence gathered in this paper. Regarding the latter, several scenarios arise. For the estimation of certain unknown physical parameters, one can envision expressing an extended linear inverse problem by appending new variables to the unknown vector \( x \), and incorporating prior knowledge on these parameters through appropriate penalties. This is for example the case of initial or boundary conditions in the wave equation. This may however raise new identifiability, conditioning or scalability questions.

Other cases, such as unknown celerities or conductivities, are more challenging. Preliminary work [58] suggests the potential of bilinear formalisms and lifting techniques to address them.

**APPENDIX A**

**FDTD discretization of the wave equation**

To discretize the isotropic\(^8\) wave-equation part of the operator (for \( r \in \Omega \setminus \partial \Omega \) and \( t > t_0 \)) in a 2D setting, we rely on the following expression:

\[
\frac{\partial^2 p_{i,j}^t}{\partial x^2} + \frac{\partial^2 p_{i,j}^t}{\partial y^2} - \frac{1}{c^2} \frac{\partial^2 p_{i,j}^t}{\partial t^2} = p_{i-1,j}^t - 2p_{i,j}^t + p_{i+1,j}^t + p_{i,j-1}^t - 2p_{i,j}^t + p_{i,j+1}^t - \frac{d_x^2}{d_t^2} \left( p_{i,j}^{t+1} - 2p_{i,j}^t + p_{i,j}^{t-1} \right) + \mathcal{O}(\max(d_x, d_y, d_t)^2) \tag{19}
\]

where \( d_x, d_y \) and \( d_t \) denote the discretized spatial and temporal step sizes, respectively. Neglecting the \( \mathcal{O}(\cdot) \) term yields a convenient explicit scheme [59] to compute \( p_{i,j}^{t+1} \) using pressure values at the previous two discrete time instances \( (p_{i,j}^t) \) and \( (p_{i,j}^{t-1}) \). Initial conditions provide \( p_{i,j}^0 \) for all \((i,j)\) and \( t \in \{0,1\} \). Boundary conditions are discretized by substituting a non-existent spatial point in the scheme (19) by the expression obtained from (11). For example, the missing point behind the right “wall” is evaluated as:

\[
p_{i+1,j}^t = p_{i-1,j}^t + \frac{d_x}{cd_t \xi_{i,j}} \left( p_{i,j}^{t-1} - p_{i+1,j}^t \right) \tag{20}
\]

To ensure the stability of the scheme, spatial and temporal step sizes are bound to respect the Courant-Friedrich-Lewy (CFL) condition [59]: \( c d_t / \min(d_x, d_y) \leq 1/\sqrt{2} \).

Concatenating these difference equations for the entire spatio-temporal dimension \( s \times t \) yields a full rank / square-invertible matrix operator \( A \in \mathbb{R}^{st \times st} \).

\(^8\)The speed of sound \( c(r, t) = c = 343\text{m/s} \) is uniform in all directions.
APPENDIX B
SPARSITY MEASURES

The most common convex relaxation of the non-convex sparsity-promoting $\ell_0$ objective is the $\ell_1$-norm,

$$\|\mathbf{v}\|_1 = \sum_i |v_i|$$

which is known to promote sparse solutions.

If local spatial stationarity of the sources is assumed (say, for sufficiently short acquisition time), the sources retain fixed positions in space. Then we favor solutions for which all temporal slices of the sparse estimate have the same support (also known as jointly sparse vectors). This is promoted the $\ell_{2,1}$-norm:

$$\|\mathbf{v}\|_{2,1} = \sum_i \sqrt{\sum_j |v_{ij}|^2},$$

where $v_{ij}$ denotes the $(i,j)^{th}$ element obtained by transforming the vector $\mathbf{v}$ into a matrix $\mathbf{V}$ whose columns are jointly sparse subvectors.

The joint $\ell_{2,1}$ norm is a special case of group $\ell_{2,1}$ norms. Another interesting case is a special type of hierarchical $\ell_{2,1}$-norms where groups are either singletons or disjoint subsets of elements [60]. This objective function should encourage solutions with a small number of active groups (such as the temporal groups for jointly sparse vectors) and which are overall sparse. It is evaluated as a sum $\|\mathbf{v}\|_{2,1} + \|\mathbf{v}\|_1$. This objective could be useful in the acoustic setting also: recall that the acoustic wave equation models a time-dynamic system in which the information propagates with finite speed $C$. As a consequence, one cannot hope to recover a source whose information cannot reach the microphones in a given acquisition time (it can be interpreted as a sound event horizon). Thus, regardless of its duration, source emission appears “trimmed”. Another possibility is a source emitting speech signal, which usually contains silent intervals. This knowledge can be casted into the objective function: we still seek the solutions which are spatially sparse, but additionally we prefer if the solutions have a small number of zeros per spatial group.

APPENDIX C
PROXIMAL OPERATORS

Proximal operator for the objective $F_1$ depends on the choice of the objective from the pool of cost functions mentioned in Appendix B. Conveniently, all of them have explicit solutions (these are well-known results by now, available in the references):

$$(\text{prox}_{\frac{1}{\rho}f_1} (\mathbf{v}))_i = v_i \left( 1 - \frac{1}{\rho |v_i|} \right)_+,$$

$$(\text{prox}_{\frac{1}{\rho}f_{\ell_2,1}}) (\mathbf{v})_i = v_i \left( 1 - \frac{1}{\rho \|\mathbf{v}\|_2} \right)_+,$$

$$(\text{prox}_{\frac{1}{\rho}(\ell_{2,1} + \ell_1)} (\mathbf{v})_i = \text{prox}_{\frac{1}{\rho}\ell_{2,1}} (\text{prox}_{\frac{1}{\rho}\ell_1} (\mathbf{v})).$$

The operator $(\cdot)_+$ denotes component-wise positive thresholding: $(\mathbf{v})_+ := \{v_i | \max(v_i, 0)\}$, and $\mathbf{v}^\top$ denotes a vector composed by the elements of a vector $\mathbf{v}$ indexed by the index-set $\mathcal{Y}$.

For the constraint functionals $F_2$ and $F_3$, one may use various penalty functions. In this paper, we use the indicator function $1_{\ell_2 \leq \mu}$, i.e., bounding the $\ell_2$ norm of $\mathbf{v}$ by some noise level: $\|\mathbf{v}\|_2 \leq \mu$. The proximal operator is the projection of the vector to the $\ell_2$-ball of radius $\mu$:

$$\text{prox}_{\ell_2 \leq \mu} (\mathbf{v}) = \begin{cases} \mathbf{v}, & \text{if } \|\mathbf{v}\|_2 \leq \mu \\ \frac{\mathbf{v}}{\|\mathbf{v}\|_2}, & \text{otherwise.} \end{cases}$$

There are many other useful proximal operators which may be efficiently computed, even if they do not admit a closed-form solution [42].
The iterates, given in (25), are now expressed as follows:

\[ z^{(k+1)} = \text{prox}_{\frac{1}{2} F_1} \left( H x^{(k)} - h + u_i^{(k)} \right), \]

\[ x^{(k+1)} = \arg \min_x \frac{1}{2} \| H x - h + u_i^{(k)} - z^{(k+1)} \|_2^2, \quad (31) \]

\[ u_i^{(k+1)} = u_i^{(k)} + H x^{(k+1)} - h - z^{(k+1)}. \]

Since \( J_1(z) \) (29) is block-separable, so is the proximal operator \( \text{prox}_{\frac{1}{2} F_1} \) [42] (the least squares step and the \( u \)-updates are trivially separable, too). Finally, we can recover previously defined SDMM iterates (16):

\[ z_i^{(k+1)} = \text{prox}_{\frac{1}{\rho_i} F_i} \left( H_i x^{(k)} - h_i + u_i^{(k)} \right), \]

\[ x^{(k+1)} = \arg \min_x \sum_{i=1}^N \frac{\rho_i}{2} \| H_i x - h_i + u_i^{(k)} - z_i^{(k+1)} \|_2^2, \quad (32) \]

\[ u_i^{(k+1)} = u_i^{(k)} + H_i x^{(k+1)} - h_i - z_i^{(k+1)}. \]

Given this formulation, one may notice that the functionals \( F_i \) encode an objective and constraints. However, the least squares step treats all \( z_i \) equally, meaning that \( x \) is not guaranteed to satisfy the constraints. Moreover, in practice, \( x \) is often far from being feasible.

To alleviate this problem, the natural solution is to set different weights to different blocks \( H_i x + u_i^{(k)} - z_i^{(k+1)} \) of the sum of squares in (32). This weighting can be seen as choosing different SDMM multipliers \( \rho_i \) for different functionals \( F_i(\cdot) \):

\[ z_i^{(k+1)} = \text{prox}_{\frac{1}{\rho_i} F_i} \left( H_i x^{(k)} - h_i + u_i^{(k)} \right), \]

\[ x^{(k+1)} = \arg \min_x \sum_{i=1}^f \frac{\rho_i}{2} \| H_i x - h_i + u_i^{(k)} - z_i^{(k+1)} \|_2^2, \quad (33) \]

\[ u_i^{(k+1)} = u_i^{(k)} + H_i x^{(k+1)} - h_i - z_i^{(k+1)}. \]

To derive this, consider the following splitting (with \( \rho = 1 \)):

\[ \min_{z_i, x_i} \sum_{i=1}^f F_i \left( \frac{1}{\sqrt{\rho_i}} z_i \right), \]

subject to \( \sqrt{\rho_i} (H_i x - h_i) = z_i \).

Then, the SDMM iterates are defined as follows:

\[ z_i^{(k+1)} = \arg \min_{z_i} \left( F_i \left( \frac{1}{\sqrt{\rho_i}} z_i \right) + \frac{1}{2} \| \sqrt{\rho_i} (H_i x^{(k)} - h_i) - z_i + u_i^{(k)} \|_2^2 \right) \],

\[ x^{(k+1)} = \arg \min_x \sum_{i=1}^f \frac{1}{2} \| \sqrt{\rho_i} (H_i x - h_i) + u_i^{(k)} - z_i^{(k+1)} \|_2^2, \quad (35) \]

\[ u_i^{(k+1)} = u_i^{(k)} + \sqrt{\rho_i} (H_i x^{(k+1)} - h_i) - z_i^{(k+1)}. \]

By abuse of notation \( z_i := \frac{1}{\sqrt{\rho_i}} z_i \), \( z_i^{(k)} := \frac{1}{\sqrt{\rho_i}} z_i^{(k)} \) and \( u_i^{(k)} := \frac{1}{\sqrt{\rho_i}} u_i^{(k)} \), we arrive at the expression (33).

The downside of this approach is that conditioning of the weighted matrix \( H \) is usually worse, which is why applying the standard conjugate gradient method to the normal equations \( H^T H = H^T (z^{(k+1)} + h - u_i^{(k)}) \) has to be avoided. Instead, we use the Least Squares Minimal Residual (LSMR) method [47], which is less sensitive to matrix conditioning. Assuming no a priori knowledge on the structure of \( H \), we use recommended diagonal (right) preconditioner, whose elements are reciprocal to the \( \ell_2 \)-norms of the columns of \( H \). Even though there exist more efficient preconditioners (such as incomplete Cholesky / LU factorizations), there are two advantages that this diagonal preconditioner provides: i), there are no issues with stability, as with the incomplete preconditioners, and ii), it can be efficiently computed in the function handle implementation of the synthesis problem (for which only MD exists in the matrix form).

Following [20], the SDMM stopping criterion is based on primal and dual residuals \( r_{\text{prim}}^{(k)} \) and \( r_{\text{dual}}^{(k)} \), which are defined as:

\[ r_{\text{prim}}^{(k)} = H x^{(k)} - h - z^{(k)} \]

\[ r_{\text{dual}}^{(k)} = H (x^{(k)} - x^{(k-1)}). \]

We stop iterating once their norms fall below the thresholds:

\[ q_{\text{prim}}^{(k)} = \epsilon \min \{ \| H x^{(k)} - h \|_2, \| z^{(k)} \|_2 \} \]

\[ q_{\text{dual}}^{(k)} = \epsilon \| \sqrt{\rho_i} u_i^{(k)} \|_2, \]

where \( \epsilon \) denotes the relative accuracy.
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